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Methodological Insight

training mostly within the discipline of null hypothesis significance 
testing (NHST) and therefore remain largely unexposed to the process, 
utility, and potential applications of Bayesian modeling. Focus on the 
NHST paradigm is understandable given the main goal of positivists 
is to reach the truth by continuously ‘winnowing out’ inferior theories 
rather than continually refining one (see Popper, 1959). Nonetheless, 
NHST is still limited in its capacity to help achieve such a goal in that it 
compares an ‘alternative’ hypothesis with a nill null rather than putting 
multiple theories into competition (see Kim, 2017), which Bayesian 
analysis incorporates.

D espite the growing popularity of Bayesian approaches to social 
science, students of communication tend to receive statistical 
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This article proposes that we as communication 
educators instate a balance in the course 
curriculum by introducing at least some 
fundamentals of Bayesian approaches in 
predominantly NHST-focused quantitative 
methods courses. At least two considerations 
justify the proposal. First, with the increasing 
demand for inter- and cross-disciplinary research, 
the realm of communication research is rapidly 
spreading. For instance, discourse analysis is 
now being automated, and many text analysis 
techniques employ Bayesian approaches (e.g., 
naïve Bayes classifier, Latent Dirichlet Allocation 
[LDA] based topic modeling; see Grimmer & 
Stewart [2013] for a comprehensive review). 
While the outcome of automated text analysis 
may currently remain less sophisticated than 
those from manual coding, it should be noted 
that the major purpose of, for example, LDA 
topic modeling is ‘mining’ insights from text data 
rather than testing any particular theories. What 
should be also recalled is that, especially in online 
environment, enormous amounts of text data are 
being automatically collected every second, and 
analyzing them is far beyond human capacity. 
Students with an exposure to at least some basics 
of Bayesian approaches will be better equipped 
with the relevant skillsets needed to survive this 
new data environment.

Second, as noted above, Bayesian modeling 
better approximates the manner in which we 
advance our understanding of human conditions. 
Unlike NHST, which only assesses the probability 
of the data given the true null (p[D|H0]) and 
provides little information about the theory 
under investigation (H1), Bayesian analysis 
presents the probability of the theory conditional 
on the data (p[H1|D]). To the extent that this 
is how empirical knowledge progresses—that 
is, continuously updating the theory based on 
newer observations—the Bayesian approach 
could be considered a methodological tool that 

better matches the current practices of scientific 
research.

Following this line of reasoning, this paper 
presents a new in-class activity whereby students 
can learn the basic mechanism of Bayesian 
analysis, how it differs from NHST, and the 
methodological implications of both approaches. 
This initiative is one of the first attempts 
highlighting NHST and Bayesian analysis in a 
way that students with little statistical background 
can fully comprehend. The proposed in-class 
activity purports to help students ‘experience’ 
the major limitations of NHST and the Bayesian 
approach’s potential as a viable alternative 
(Mueller et al., 2019). In what follows, we (a) 
discuss major issues of NHST and the Bayesian 
approach in comparison, (b) introduce the 
details of the activity, (c) present class debriefing 
topics, (d) offer an appraisal of feedback from 
students who participated in the activity, and 
finally (e) provide recommended adaptations for 
online/hybrid courses. Hopefully, the current 
activity could help student participants to 
develop interest in learning more about Bayesian 
modeling and machine learning in the future.

While the NHST procedure may be ubiquitous 
in social scientific communication research 
courses and is technically correct, we highlight 
various limitations with this approach. First, the 
method does not provide information about what 
the researcher really wants to know, which is the 
probability for the theory to be true conditional 
on the data (i.e., p[H1|D]). Instead, NHST only 
presents the probability for the immediate data to 
occur assuming a true null (i.e., p[D|H0]), which 
is hardly how the process of learning occurs in 
reality (see Levine et al., 2008). Second, NHST 
rarely considers prior knowledge from past 
research. NHST operates under a pretense that 
the researcher has no, or little, prior information 

Gaining Balance in Quantitative Meth-
ods Education

Comparing NHST and Bayesian Model-
ing
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closely resembles how our understanding of the 
human condition continually improves as new 
observations accrue (see Davis et al., 2019).

Efforts have been made to introduce the 
Bayesian approach to students of social science. 
The primary focus of most past studies, however, 
has been to introduce various class activities 
solely dedicated to teaching Bayes statistics within 
the discipline, not in comparison with NHST 
(e.g., Bárcena et al., 2019; Eadie et al., 2019; Hu, 
2020; Ruscio, 2003; Sedlmeier & Gigerenzer, 
2001; van Doorn et al., 2020). There exist a 
handful of manuscripts intended to delineate 
the statistical procedures that NHST and the 
Bayesian approaches take to reach conclusions 
and estimate the effect sizes (e.g., Pek & Van 
Zandt, 2020; Westera, 2021). Few, however, 
have attempted to develop an in-class activity for 
students to “experience” the difference between 
the two traditions and to better understand their 
philosophical implications in one session. 

This paper provides a critical argument and 
classroom activity to explain and teach the 
theoretical and methodological assumptions 
and implications of both NHST and Bayesian 
analysis. In essence, the argument and activity 
demonstrate which of the two methods better 
represents the way in which a scientific theory 
advances, thereby building upon and extending 
the previous works and ultimately positioning 
the paper as a crucial “first-read” for educators in 
communication wanting to teach their students 
about the theory and process of Bayesian 
modeling.

The following activity is intended to illustrate the 
major differences between NHST and Bayesian 
methods. The activity requires students to assess 
a fictitious suspect’s guilt using both NHST and 
Bayesian approaches. At the completion of the 
current activity, students should understand 
(a) NHST tells the probability about the data 

to quantify the predictions even when past data 
exist. Finally, NHST minimally corresponds to 
how scientific theory advances, which requires 
incessant, incremental updates by constantly 
incorporating newer data into the model. This 
disallows a direct examination of the theory (i.e., 
p[H1]) and hence precludes the chance to update 
it. Taken together, the above characteristics 
are key reasons NHST is considered less than 
optimal for facilitating the progression of 
scientific knowledge about human behavior (see 
Davis et al., 2019).

Among many additional limitations of NHST 
discussed by social scientists (see Anderson et 
al., 2000; Boster, 2002; Cohen, 1990; Levine et 
al., 2008), a final, and the most major, limitation 
is that NHST relies on an arbitrary rule, the so 
called “p-value.” A p-value denotes the conditional 
probability of the data assuming the null is true 
(i.e., p[D|H0]). The application of a p-value 
leads to a dichotomous conclusion around the 
null rather than the target theory; students are 
trained to reject the null when p < .05, indicating 
the probability for the data to be observed is 
adequately unlikely assuming the null was true. 
The null is reserved as a possibility when the 
analysis results in p > .05 (see Kim, 2017). Thus, 
the p-value limits a researcher’s attention and 
interpretation of the findings to dichotomous 
significant or non-significant conclusions, 
affording less attention to the research hypothesis 
(Boster, 2002). 

On the other hand, scholars praise Bayesian 
analysis for its capacity to remedy the limitations 
of NHST (e.g., Anderson et al., 2000; O’Connor, 
2017). Bayesian analysis differs from NHST 
and better aligns with how scientific theory 
evolves in that it synthesizes prior knowledge 
from past studies with the immediate data 
to directly estimate the probability of the 
research hypothesis conditional on all the data 
observed (i.e., posterior or p[H1|D]). This same 
procedure can be used to update the posterior 
when newer data become available, which more 

Intended Lessons



25Asian Communication Research, Vol. 18, No. 1, May 2021

S.-Y. Kim, E. Godager, B. Davis, & I. Jeong

assuming the null is true (i.e., p[D|H0]), (b) 
Bayesian analysis informs the probability of 
the prediction given the data (i.e., p[H1|D]
or a posterior) and allows for updating it by 
incorporating newer data later, and (c) the 
Bayesian approach, compared to NHST, 
corresponds more closely to the way in which 
empirical knowledge progresses in science.

Instructors should prepare as they would for 
giving a traditional lecture; this might include 
having access to a whiteboard and whiteboard 
markers, a laptop/desktop, and a screen projector, 
or providing students with instructor-developed 
review materials. Students should be prepared 
with a writing utensil and a note-taking device. 
Instructors are recommended to fully review the 
relevant course contents with the students before 
the activity.

NHST. The instructor should explain to 
students that studies adopting the NHST 
tradition are designed to either falsify (i.e., reject) 
or support (i.e., fail to reject) a null hypothesis. 
Additionally, explain that NHST scholars analyze 

The activity is broken into two components: 
an NHST activity and Bayesian activity. Prior to 
starting either activity, the instructor should be 
prepared with copies of the Evidence Statements 
(ESs; see Appendix). The instructor should 
divide the class into small groups of four to five 
students. Students should be prepared with 
a writing utensil, a note-taking device, and a 
calculator. To begin and set the groundwork 
for both activities, the instructor should pass 
out a copy of the ESs to each team and offer the 
following premise:

You are detectives tasked with determining the 
guilt or innocence of a suspect. After interviewing 
the suspect, you have a list of 20 ESs to help 
determine the suspect’s guilt or innocence. 
You will analyze the data in two ways to reach 
a verdict: first, using an NHST approach, and 

the probabilities of observed data based on the 
assumption of a true null, or p(D|H0). Discuss 
what it means for a finding to be statistically 
significant or not in terms of confidence level (α) 
and p-value. 

Bayesian analysis. The instructor should then 
explain that when using Bayesian methods, the 
aim of the researcher is to assess the credibility 
of multiple hypotheses based on the observed 
data, or p(H1, H2, ... Hk|D). In this approach, the 
researcher is not comparing the observed data 
to a preset null. Instead, the instructor should 
explain that a Bayesian analysis begins by creating 
a prior distribution, which shows the respective 
probability of proposed hypotheses based on 
scholarly and/or subjective beliefs about a 
phenomenon. Next, the researcher collects a 
dataset and mathematically synthesizes it with 
the prior to produce a posterior, a redistributed 
credibility of each hypothesis. Importantly, 
inform students that the posterior can then be 
used as a new prior for the next test of the event.

This activity can be completed within two, 
75-minute class sessions. In the first class session, 
instructors should provide students with an 
overview of NHST, or  p(D|H0), and Bayesian 
modeling, or p(H1|D). To ensure students have a 
sufficient theoretical understanding, we provide 
instructors with two brief descriptions of NHST 
and Bayesian analysis to guide the first class 
session. However, instructors should review the 
entire activity prior to the first class session to 
identify what information will best suit the needs 
of their students. In the second class session, 
instructors should facilitate the class activity and 
lead a debriefing discussion.

Description of Activity

First Session: NHST and Bayesian Mod-
eling Overview

Second Session: The Activity
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second, using a Bayesian approach. Finally, 
you will compare the results in relation to how 
scientific knowledge progresses.

In this activity, groups of students assign 
probabilities to ESs, which are then used to 
determine whether the null hypothesis can be 
rejected (i.e., determine whether the suspect is 
guilty or innocent). In the hypothetical scenario, 
the instructor should explain and/or remind 
students that (a) H0 assumes innocence, and 
H1 assumes guilt, (b) a p-value indicates the 
probability for a given ES to occur assuming the 
null was true, or that the suspect is innocent (i.e., 
p[Data = ES|H0 = Suspect is innocent]), (c) the 
p-value for each statement can range between 
.01 (i.e., extremely unlikely assuming the suspect 
is innocent) and 1.00 (i.e., perfectly likely for an 
innocent suspect) and (d) ES must be assessed 
independently from others (i.e., a decision on 
a previous ES should not affect the decision for 
the next). In other words, students should be 
informed that all ESs should be weighted equally 
without being influenced by the p-values of other 
ESs. Provide teams with 10 minutes to assign 
proper p-values to each ES. For example, a team 
that believes ‘all criminals return to the crime 
scene,’ would assign a significantly small p-value 
(e.g., p < .05) to the ES, “The suspect was spotted 
at the crime scene a few days after the incident,” 
indicating this ES would be unlikely if the suspect 
were innocent.

Once a p-value has been assigned to each ES, 
the instructor should give teams 5 minutes to 
develop a strategy to decide how to use the 20 
p-values to reach a final conclusion about the 
suspect’s innocence. Possible strategies might 
include counting the number of ‘significant’ ESs 
(p < .05), allowing ESs with extremely small 
p-values to sway the decision, assessing the mean/
median of all the p-values, or plotting p-values 
under the adjacent distributions of H0 and H1 to 

NHST Activity

estimate the overall tendency. It should be noted 
that this phase of the activity should be daunting 
as no reliable means of synthesizing p-values yet 
exists.

While the instructor should be aware that 
p-values determined by student groups to 
exceed .05 are insufficient to falsify the suspect’s 
innocence, this information should be kept 
concealed from students until the discussion 
for this portion of the activity. In an all-class 
discussion (10 minutes), instructors should 
point out the tendency that when assessing the 
significance of data using NHST, the value, or 
weight of the data are often prone to be ignored; 
what matters is whether or not the p-value is 
lower than the set α level. For example, the ES 
“the suspect had prior conflicts with the victim” 
is weighted the same as “the suspect confessed 
to committing the crime” to the extent that their 
p-values fall below .05. Although the suspect 
confessing would logically hold more weight 
than the suspect having prior conflict with 
the victim, NHST hardly considers this. The 
instructor should ask students if they believe 
they are making a fair and/or accurate judgment 
when determining the likelihood of innocence 
adopting the NHST approach. 

Other shortcomings of NHST pointed out 
above should also naturally surface during team 
discussions. For example, at the end of the NHST 
activity, students will assess the significant versus 
non-significant p-values to determine whether 
the null hypothesis can or cannot be rejected, and 
what rejecting (or failing to reject) the null means 
for the suspects’ innocence. Before transitioning 
into the Bayesian activity, the instructor should 
ask students to consider if there is a more effective 
way of assessing the ESs to determine whether 
the suspect is innocent or guilty. The instructor 
should then explain that NHST evaluates 
the probability of the null for each individual 
evidence, incapable of synthesizing their weights 
or addressing multiple, competing hypotheses. 
That effect sizes (e.g., η2) allow for assessing and 
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belief based on the new piece of evidence. 
Suppose a particular team starts with the prior 

(p[H1]) at .50 (i.e., absolute uncertainty about 
innocence versus guilt), assesses the likelihood 
(p[ES|H1]) of the first ES, “The suspect is male,” 
to be .70 assuming the suspect is guilty, and finds 
the “overall” chance for one to encounter a man 
as opposed to a woman in that area is no different 
(e.g., p[ES] = .50). Following Bayes’ Theorem, 
the first posterior (p[H1|ES]) becomes .70 (i.e., 
[.70 × .50] ÷ .50). This posterior then serves as 
the new prior, based on which the likelihood and 
the overall probability of the second ES will be 
assessed to produce the next new posterior. Each 
team will repeat this procedure until they exhaust 
all 20 ESs and ultimately reach the final decision: 
that the suspect is innocent or guilty. 

During the activity, the instructor must 
distinguish the likelihood from the overall 
probability of ES; the likelihood (p[ES|H1]) is 
conditional on the suspect’s being guilty (e.g., the 
probability for the suspect to be male ‘assuming’ 
that the person is guilty), whereas an overall 
probability or prior (p[H1]) applies to the whole 
population (e.g., the probability for a person you 
randomly picked from the population to be a 
man whether innocent or guilty).1

Completing calculations for all ESs, students 
will arrive at a conclusion about the suspects’ 
innocence or guilt. The instructor should lead 
a 10-minute class discussion to compare this 
method to NHST, asking students to compare 
and contrast the methods in evaluating data. 
The instructor should point out that Bayesian 
approach has merits over NHST in that it (a) 
allows for synthesizing multiple data around 
the theory (i.e., the suspect is guilty), (b) helps 

In this activity, students reach a conclusion adopt-
ing a simplified version of Bayesian analysis. The 
three basic components of Bayesian analysis (i.e., 
prior, likelihood, posterior) must be discussed 
beforehand to facilitate understanding of how 
the approach works. Each team will start with 
binomial priors assuming equal probability of in-
nocence and guilt, p(H1) = p(H0) = .50, to imply 
the initial belief is unbiased before assessing the 
data.

Next, the instructor should give student 
teams 10 minutes to read the ESs and assign the 
subjective likelihood, that is p(ES|H1), or the 
probability for the ESs to be true if the suspect 
was indeed a criminal. The likelihood can be 
the team’s collective guesswork and should not 
require any serious computation. For instance, 
a team would find the ES, “He is an only child,” 
to be equally plausible whether the suspect 
was innocent or a criminal—the likelihood of 
this particular ES would then be around .50, 
representing that it carries no information needed 
to reach the decision. In contrast, the subjective 
likelihood should be increased dramatically to 
about .90 for an ES such as “The suspect confessed 
during the interrogation with the police,” giving 
more weight to this piece of data.

Finally, each team should take 10 minutes to 
estimate the posterior, or p(H1|ES), which is a 
mathematic synthesis of the prior (p[H1]), the 
likelihood of ES (p[ES|H1]), and the “overall” 
probability of the ES (p[ES]). Specifically, this 
process uses Bayes’ Theorem (Bayes, 1763) as 
specified below (see Equation 1). The result at 
each phase represents the reallocation of the prior 

Bayesian Activity

(1)p(H1|ES) =
p(ES)

p(ES|H1) × p(H1)

1 To be precise, the overall probability or p(male) is estimated by [p(male|guilty) × p(guilty) + p(male|innocent) × p(innocent)], 
and the same rule applies to all other p(ES).

summarizing the relative strengths of multiple 
data and are commonly reported in addition to 
p-values will have to be also mentioned.

.
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estimate the probability of a theory rather than 
data, and (c) enables a continued update of the 
probability of the target theory when new data 
become available.

This section presents a mock dataset to 
demonstrate the possible end results of the 
proposed activities for interested instructors. 
Table 1 specifies p-values, priors, likelihoods, 
and the posteriors for each of the 20 ESs. Results 
from the NHST activity can be summarized in 
a dot plot as shown in Figure 1 (left). The final 
conclusion seems difficult to make here as it 
requires making yet another decision; should 
the judgment call be made following the 3 hard 

evidence with p < .05 (i.e., “was spotted at the 
crime scene,” “has a criminal record,” “confessed 
the crime”), the majority votes with p = 1.00 (e.g., 
“has a few friends to verify his alibi,” “is 5 feet 8 
inches tall,” “has a short hair”), or somewhere 
between the two.

The process of reaching the decision should 
be less ambiguous after the Bayesian activity. 
As shown in Figure 1 (right), the posterior or 
p(guilty|data) is continuously updated after 
assessing each ES, converging to near 1.00 upon 
considering the 12th evidence (i.e., “confessed 
the crime”). Additional assessments of relatively 
neutral evidence (e.g., “lost his father last year”) 
later helped little to lower the suspicion. A guilty 
verdict seems reasonable.

Results From Mock Data

ESES pp priorprior likelihoodlikelihood priorNpriorN likelihoodNlikelihoodN probabilityprobability posteriorposterior
1 .800 .500 .500 .500 .500 .500 .500

2 .010 .500 .900 .500 .500 .700 .643

3 1.00 .643 .300 .357 .900 .514 .375

4 .600 .375 .600 .625 .500 .538 .419

5 1.00 .419 .500 .581 .500 .500 .419

6 1.00 .419 .500 .581 .300 .384 .546

7 1.00 .546 .500 .454 .500 .500 .546

8 .800 .546 .300 .454 .500 .391 .419

9 .010 .419 .800 .581 .200 .451 .743

10 1.00 .743 .500 .257 .500 .500 .743

11 .200 .743 .800 .257 .300 .672 .885

12 .001 .885 .900 .115 .050 .802 .993

13 .800 .993 .500 .007 .500 .500 .993

14 .800 .993 .700 .007 .500 .699 .995

15 .200 .999 .800 .001 .500 .800 .999

16 .800 .999 .600 .001 .500 .600 .999

17 1.00 .999 .500 .001 .500 .500 .999

18 1.00 .999 .300 .001 .500 .300 .998

19 .500 .998 .600 .002 .400 .600 .999

20 .300 .999 .600 .001 .400 .600 .999

Note. prior = p(guilty), likelihood = p(ES|guilty), priorN = 1 – prior or p(innocent), likelihoodN = p(ES|innocent), probability 
= (likelihood × prior) + (likelihoodN × priorN).

Table 1. Mock Data
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The fol low ing post-activ ity questions 
can facilitate a 20-minute discussion on 
methodological choices, informational value of 
data, and advancing theory. The questions should 
help students consider and critically evaluate 
the benefits and drawbacks of each method. The 
instructor could also discuss how either method 
could be applied to different contexts or variables.

1. W hat about either method (NHST or 
Bayesian analysis) was particularly challenging to 
learn about? What additional information would 
help your understanding? 
2. Compare and contrast the pros and cons of (a) 
assuming innocence before evaluating pieces of 
evidence (i.e., as you would in NHST with a null 
hypothesis), and (b) assuming an equal chance of 
innocence or guilt before collecting evidence (i.e., 
a Bayesian approach). How might either approach 
relate to the phrase “innocent until proven guilty”? 
3. How did your team determine the value of each 
piece of evidence? What are characteristics of 
strong and weak evidence (e.g., source credibility, 
majority vs. minority opinion, data with p < .05)? 
4. What do we do with ESs with a moderately 
low, but statistically non-significant, p-value (e.g., 

p = .07)? What does that tell us about the value 
of such studies as information? What do we learn 
from them?
5. How would you use both methods (i.e., NHST 
and Bayesian analysis) to make decisions in your 
everyday lives? Think about which method more 
closely represents the way in which empirical 
knowledge advances and discuss how each 
method affects how decisions are made.
6. Can you think of any situations in which a 
researcher might be testing multiple hypotheses 
at once? Please share. How does Bayesian analysis 
help us identify more credible versus less credible 
hypotheses? W hat are the potential benefits 
and drawbacks to testing multiple hypotheses at 
once?
7. Consider the following probability statements; 
p (spam|“f ree”)  and p (“f ree”|ham or  not 
spam), where ‘spam’ represents an unwanted 
advertisement message, ‘free’ denotes the 
appearance of the word ‘free’ in the message, and 
‘ham’ refers to a legit email from a valid source. 
If we were to verbally describe these probability 
statements, what would they say? Which is an 
NHST probability statement, and which is a 
Bayesian probability statement? Which approach 
would be more effective to use as a spam filter to 
flag emails that include the word “free”?2

Note. The horizontal line in the left plot indicates p = .05.

Figure 1. Results From a Mock NHST (Left) and a Mock Bayesian Activity (Right)

Debriefing
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NHST is often taught as the foundational 
research method in many undergraduate- and 
graduate-level social scientific quantitative 
research methods courses. While one of our 
goals is to illustrate the utility and practicality 
of using Bayesian modeling in today’s data-
driven environment, students may find Bayesian 
modeling difficult to grasp (Moore, 1997). 
We strongly suggest instructors ensure their 
students are comfortable with the two different 
approaches—at least the concepts associated 
with NHST—before beginning this activity. In 
addition to the NHST and Bayesian method 
content provided in the activity description, 
instructors may find it beneficial to introduce 
these topics in the context of human and machine 
learning.

Students will have a more difficult time to 
understand the intended lessons if confronted 
with the technical terms first during the activity 
(e.g., p-value, α-level, distribution, null vs. 
research hypothesis, prior, likelihood, posterior). 
Therefore, we recommend instructors utilize the 
first class session to its full extent to clarify student 
questions about NHST and Bayesian modeling 

Limitations and Activity Adaptations before starting the activities.
To increase student engagement, the instructor 

can visually demonstrate changing Bayesian 
probability distributions by using twenty 
probability tokens, such as coins or Legos, where 
each token represents a 5% probability (Mueller 
et al., 2019). In this type of demonstration, 
rather than recording probabilities on paper or a 
whiteboard, the instructor can move the tokens 
back and forth between “guilty” and “not guilty” 
token piles to show how the probabilities of the 
two different hypotheses change after assessing 
each ES. The number of tokens moved between 
token piles will depend upon the perceived 
significance of each ES. For example, if a suspect 
was seen at the scene of the crime, perhaps six 
tokens would be moved to the “guilty” pile (i.e., 
assigning 30% more probability to H1). Remind 
students that, in this example, the probabilities 
in each pile do not accurately account for the 
prior, likelihood, or posterior calculated in a 
true Bayesian analysis. Use this demonstration 
to simply help students visualize the process 
of verifying hypotheses under the Bayesian 
paradigm. Depending on the level of the course, 
the instructor could also demonstrate how to 
derive Bayes’ Theorem and how the equation 

2 Instructor is advised to relate this discussion to the fundamentals of naïve Bayes classifier, a technique (see Sahami et al., 1998) 
widely adopted for spam filtering in the industry (e.g., DSPAM, SpamAssassin, SpamBayes). That fake news detection works 
based on the same principle will also help induce a greater involvement from students of media (see Granik & Mesyura, 2017). 
Basically, both techniques establish the likelihood per each word (e.g., p[“free”|spam], p[“viagra”|spam]…, or p[“shocking”|fake], 
p[“outlaw”|fake]…) and then use the information to estimate the posterior for each document or a combination of words 
(e.g., “The governor has shockingly outlawed the community tradition for good…”) according to Bayes Theorem as follows, 
 
 
 
 
 
It should be noted to the students that naïve Bayes classifier assumes independence among words–hence that name, naïve–and 
therefore, the likelihood of the word combination is simply estimated by the products of the individual likelihood for each word;  
p(“governor”, “shocking”, “outlaw”,…|fake) = p(“governor”|fake) × p(“shocking”|fake) × p(“outlaw”|fake)… The same assumption 
of mutual independence also applies to estimating the probability of the word combination in the denominator; p(“governor”, 
“shocking”, “outlaw”,…) = p(“governor”) × p(“shocking”) × p(“outlaw”)… This makes math much simpler and thus returns a 
high efficiency to the algorithm without compromising its accuracy (see Domingos & Pazzani, 1997). The actual model, however, 
should be more complicated than this as it also considers the probabilities and the likelihoods of all other words that do not appear 
within the document. Instructors could allocate another full-hour session on naïve Bayes classifier (see Lantz, 2019 for a basic 
introduction and R implementation) for more advanced students.

p(fake|“governor”, “shocking”, “outlaw”, “community”, “tradition”, “good”)

=
p(“governor”, “shocking”, “outlaw”, “community”, “tradition”, “good”|fake) × p(fake)

p(“governor”, “shocking”, “outlaw”, “community”, “tradition”, “good”)
.
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works for real data with a finite sample size.
To adapt this activity to a hybrid course, 

instructors could pre-record the lecture and 
demonstration portions and provide the materials 
to students online. Then, during an in-person 
class, instructors could facilitate the activity with 
small groups of students. Finally, instructors 
could assign students to complete the debriefing 
questions asynchronously, independently or in 
groups, as a follow-up assignment to the activity. 
In a synchronous online course, each portion of 
the activity (i.e., lecture, demonstration, activities, 
debriefing) could be delivered and discussed as a 
large group and/or in break-out video classrooms 
with small groups of students. 

In classroom trials of this activity, feedback was 
positive; students enjoyed discussing ES to 
determine the p-values in the NHST activity and 
moving probability tokens between “guilty” and 
“not guilty” hypotheses to visualize probabilities 
of ES in the Bayesian activity. The activity 
particularly helped students understand that 
Bayesian analysis offers a more holistic approach 
to evaluating data. Specifically, students learned 
to evaluate different ways of making predictions 
and realized how methodological choices can 
influence conclusions. Finally, students enjoyed 
working in small groups to collaborate, challenge, 
and build upon one another’s thinking. 

Appraisal
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Appendix 
Evidence Statements (ESs)Evidence Statements (ESs)

The Suspect:

1. Is male
2. Was spotted at the crime scene a few days after the incident
3. Has a few friends to verify his alibi
4. Suffers from depression
5. Is 5 feet 8 inches tall 
6. Has an IQ score of 140
7. Has short hair
8. Throws garbage bags away for his neighbor
9. Has a criminal record
10. Is Asian
11. Is one of 4 suspects
12. Confessed the crime during interrogation
13. Lost his father last year
14. Possesses violent video games
15. Had prior conflicts with the victim
16. Drinks three energy drinks daily
17. Is an only child
18. Is very extroverted
19. Has a history of reckless driving
20. Watched ‘Making a Murderer’ on Netflix 
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