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In recent years, there has been a notable surge in the proliferation 
of commercially available large-language models powered by 

artificial intelligence (AI). Services such as OpenAI’s ChatGPT, 
Google’s Gemini, and Meta’s Llama have swiftly gained traction. 
With its remarkable ability to facilitate conversational interactions 
between systems and users, generative AI offers significant promise for 
both businesses and society (Obrenovic et al., 2025). The increasing 
prominence of generative AI, particularly with the introduction of 
ChatGPT, has drawn tremendous attention and interest (Buchholz, 
2023; Hu, 2023; Ortiz, 2023). As a representative generative AI model, 
ChatGPT exhibits remarkable efficiency in user acquisition, achieving 
one million users within a mere five days. This rapid adoption outpaced 
Instagram (2.5 months) and Spotify (6 months) to reach the same user 
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count (Teubner et al., 2023). In January 2023, two 
months after its launch, it was estimated to have 
reached 100 million monthly active users (Hu, 
2023).

The application of generative AI in various 
sectors has become widespread (Čartolovni et 
al., 2023; Chiu, 2024; Kusiak, 2020). Generative 
AI is expected to play a pivotal role in the 
communication industry, such as generating 
written content for press releases; creating 
images and videos for advertising purposes; and 
producing synthetic multimedia encompassing 
text, images, audio, and videos (Bandi et al., 
2023; Campbell et al., 2022). The profound 
impact of generative AI on communication and 
its expanding influence across diverse domains 
make it an imminent and integral technological 
presence.

The introduction of ChatGPT has brought 
about substantial societal reactions, such as 
bans in some public schools in the United 
States (Rosenblatt, 2023) and a complete ban 
in Italy (McCallum, 2023). Experts call for 
caution regarding unwarranted expectations 
and the fear that AI is harmful to society, as 
excessive expectations might lead to subsequent 
disappointment and unnecessary anxiety could 
hinder the adoption of this technology through 
overregulation (Cave, et al., 2019; Fast & 
Horvitz, 2017). Previous studies and reports have 
substantiated the potential negative consequences, 
which entail an early and deep understanding of 
the public perception towards generative AI.

The literature on generative AI has predominantly 
focused on its applications and adoption, with 
limited consideration given to understanding 
public responses regarding the acceptance of 
this technology (Kshetri et al., 2023; Nah et al., 
2023). More importantly, despite the increasing 
use of generative AI in corporate communication, 
only a limited number of studies have explored 
its strategic application in building relationships 
with the public ( Jiang et al., 2022; Men et al., 
2023). Furthermore, there is a notable absence 

of quantitative research examining public 
perceptions of generative AI (Miyazaki et al., 
2024).

To address this gap, this study examines the 
strategic management of generative AI in public 
communication contexts. Using natural language 
processing techniques, the study investigates how 
the public perceives generative AI through user 
comments on YouTube news content. Extensive 
research has demonstrated that media significantly 
influences individuals’ perceptions and attitudes 
on various societal topics (DeFleur & Ball-
Rokeach, 1989); similarly, public perspectives 
on emerging technologies such as generative AI 
are substantially shaped by media framing. By 
analyzing viewers’ comments on YouTube news 
content, we gain insight into public perceptions 
and responses to generative AI’s emergence. These 
findings inform our recommendations for strategic 
approaches to adopting and implementing 
generative AI in both personal and organizational 
contexts, while providing guidance on how 
stakeholders should manage this technology to 
maximize benefits and mitigate concerns.

LITERATURE REVIEW

Generative AI: Current Status and Issues 

Generative AI has emerged as a transformative 
force across various domains and has shown 
remarkable advancements in recent years. 
Generative AI is distinguished by its focus 
on creating contextually relevant content and 
expanding its applications from image synthesis 
to natural language generation. Termed “multi-
modal,” it can generate text, images, audio, video, 
and combinations of three or more dimensions 
(Bandi et al., 2023). OpenAI models such as 
ChatGPT and DALL-E exemplify the current 
state-of-the-art generative capabilities, proving 
proficiency in diverse creative tasks (Nah et al., 
2023).
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Generative AI holds significant promise 
for positive individual, organizational, and 
societal impacts (Obrenovic et al., 2025). At 
the individual level, it enhances creativity and 
productivity, benefiting creative professionals and 
those engaged in routine tasks (Agrawal, 2024). 
For example, graphic designers can leverage image 
generators for planning, concept development, 
detailed design, and refinement (Saadi & Yang, 
2023). Public relations practitioners have also 
benefited from the generation of AI-written 
news releases. Currently, applications range 
from content generation (Nah et al., 2023) to 
the implementation of chatbots for customer 
interactions (Cheng & Jiang, 2020), streamlining 
operations, and enhancing management efficiency 
(Korzynski et al., 2023). Societally, generative 
AI contributes to advancements in healthcare, 
education, and manufacturing , fostering 
innovation and addressing societal challenges 
(Čartolovni et al., 2023; Chiu, 2024; Kusiak, 
2020).

Despite its potential, generative AI presents 
ethical challenges. Primary concerns revolve 
around the ethical ramifications of misinformation 
and deep-fake generation, posing risks to the trust 
and authenticity of content (Li & Huang, 2020; 
Meskys et al., 2020). For instance, an advertising 
campaign for Dior J’adore used deepfake 
technology to swap Charlize Theron’s face with 
Rowan Atkinson’s (known as Mr. Bean), utilizing 
generative adversarial networks to substitute the 
attributes (e.g., face, voice, and gender) of a source 
with those of a target (Campbell et al., 2022). 
While the producers did not intend to mislead the 
public, highly sophisticated synthetic advertising 
can inevitably fool or trick the public.

As discussed, generative AI, owing to its 
inherent attributes, presents both advantages 
and disadvantages with potential impacts at the 
individual, organizational, and societal levels. 
However, public perception of this enormous 
influence remains unclear. To address this gap, this 
study aimed to provide a nuanced understanding 

of public perceptions toward generative AI, which 
is crucial for its responsible deployment.

Public Perception of Generative AI

Generative AI is considered a novel tool for 
improving decision-making capabilities in 
many areas of society. Along with its benefits, 
controversy and criticism of generative AI, 
followed by media narratives suggesting negative 
issues such as job security, human dignity, and 
ethical concerns (Brower, 2023; Liu, 2021), 
are establishing public perceptions towards 
this new technology. Fast and Horvitz’s (2017) 
analysis of the New York Times over the past 30 
years showed that discussions around AI were 
consistently optimistic, whereas concerns about 
its negative consequences for jobs have grown 
recently. 

The process of implementing a technology 
depends on its adoption and acceptance of 
that particular technology by individual users. 
Therefore, it is important to understand the public 
perceptions towards AI in its early phases (Binder 
et al., 2012). While the majority of Americans 
had been exposed to ChatGPT, only a few had 
experienced the technology themselves (Vogel, 
2023). Public perception of AI is still evolving 
(Qi et al., 2024), and unlike earlier research on 
the adoption of generative AI, researchers are 
increasingly investigating the broader adoption 
process in a variety of public environments 
(Agrawal, 2024; Fichman & Kemerer, 1999; Lund 
et al., 2020; Zhu et al., 2006).

According to several studies, users have mixed 
views of AI. Araujo et al. (2020) examined the 
perceived usefulness of AI in diverse contexts and 
found that individuals were generally concerned 
about its risks and question its fairness and 
usefulness in society. In a survey conducted by 
the Pew Research Center, 38% of U.S. adults 
considered AI moderation on social media to 
be good for society, whereas 31% thought it was 
a bad idea, and approximately 30% were not 
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sure. The respondents showed anxiety about 
the increasing use of AI in everyday life due 
to employment and privacy concerns; 81% of 
Americans worried about AI adoption in the 
workplace because they believed AI development 
would cause work layoffs (Kelly et al., 2023). 
Liang and Lee (2017) find that fear of AI and 
robots is associated with fear of unemployment. 
Similarly, from the interviews with Americans 
on AI, Zhang and Dafoe (2019) found that more 
individuals believe AI would eliminate more 
jobs than it will create (49% vs. 26%); however, 
more individuals support AI development 
than those who oppose it (41% vs. 22%). In a 
survey that explored individuals’ expectations 
and evaluations of AI, Brauner et al. (2023) 
find that participants associate AI with both 
positive and negative evaluations and with the 
expectation of certain developments. However, 
unlike many studies in which participants were 
worried about lower employment or lower 
wages, the participants were not concerned about 
development or risks; rather, they anticipated a 
positive effect on overall economic performance 
with the creation of new jobs.

Social media is frequently used to understand 
public perceptions of emerging technologies. 
Previous studies have found that, in general, most 
social media users are positive or neutral toward 
new technologies, whereas some problematic 
issues have been identified from text analyses 
(Bian et al., 2016; Kohl et al., 2018; Nuortimo et 
al., 2018). Twitter is the most popular medium 
for aggregating public narratives on generative AI 
and/or ChatGPT. Manikonda and Kambhampati 
(2018) analyzed AI-related tweets and found 
that sentiments expressed in AI conversations 
were generally more positive than typical Twitter 
sentiments. Haque et al. (2022) have analyzed 
the sentiments of over 10,000 tweets from early 
ChatGPT users and find that the majority showed 
positive emotional sentiments. Leiter et al. (2024) 
have conducted a sentiment analysis of more than 
300,000 tweets about ChatGPT on Twitter and 

discover that ChatGPT is associated with positive 
sentiments and the emotion of joy. Taecharungroj 
(2023) use the latent Dirichlet allocation (LDA) 
topic modelling algorithm to analyze tweets and 
find that the tweets are mostly clustered around 
three major topics, that is, news, technology, 
and reactions, with five functional domains of 
ChatGPT: creative writing, essay composition, 
prompt generation, code scripting, and question 
answering. 

Wang’s (2023) investigation of user perceptions 
of AI on social media indicates that familiarity 
and political ideology are negatively related to 
user perceptions, whereas algorithm acceptance 
is positively associated with user perceptions. In 
addition, trust in AI moderation mediated the 
relationship between the three characteristics 
and user perceptions, suggesting that the more 
familiar users were with AI moderation, the less 
likely they were to perceive it positively. Wang 
(2023) also emphasizes trust as a critical factor 
through which familiarity, political ideology, 
and algorithm acceptance are associated with 
perceptions of AI moderation. So et al. (2024) 
examine how the general public perceives 
generative AI in educational settings by analyzing 
YouTube user comments from news clips in South 
Korea. Analysis of the sentiments expressed in 
comments and discussion topics reveals that both 
optimistic and skeptical viewpoints coexist with 
divergent values and unsettled opinions during 
the generative AI introduction. In their study, 
while positive sentiments marginally outweighed 
negative sentiments, most public comments fell 
into the neutral category towards generative AI in 
education. 

Understanding the determinants and barriers 
to AI adoption at the societal, individual, and 
personal levels is crucial. At the individual level, 
factors such as trust, security, cost, intrinsic 
motivation, social influence, utilitarian benefits, 
performance expectancy, and prior experience 
with AI influence AI adoption (Budeanu et al., 
2023). According to Lukyanenko et al. (2022), 
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trust is a critical psychological factor that lowers 
perceived uncertainty in AI development and 
deployment. Broadly defined as “the attitude that 
an agent will help achieve an individuals’ goals 
in a situation characterized by uncertainty and 
vulnerability” (Lee & See, 2004, p. 51), trust can 
be a critical factor in increasing public acceptance 
and use of AI (Choung et al., 2023; European 
Commission, 2020; WHO, 2018). Molina and 
Sundar (2022) find that users who had more 
experience with AI and less fear of technology 
were more likely to trust AI in the context of 
moderating hate speech and suicidal ideation. 
Similarly, trust in AI-based fake news detection 
systems is higher when users are younger and have 
higher overall trust in AI (Shin & Chan-Olmsted, 
2023). Familiarity is an important factor in 
understanding public perceptions of AI. Kahan et 
al. (2008) argue that individuals are more likely to 
accept and support a particular technology when 
they become more familiar with or have more 
knowledge about it. A lack of knowledge about 
scientific topics results in public skepticism, which 
can be solved by providing sufficient information 
on those topics (Bauer et al., 2007; Sturgis & 
Allum, 2004). 

The media has a significant impact on public 
perceptions by covering and framing selected 
features of emerging technologies (DeFleur & 
Ball-Rokeach, 1989). According to Johnson 
and Verdicchio (2017), inaccurate portrayals 
of AI in the media and the absence of humans 
result in anxiety among the general population. 
Although media discourse regarding AI has 
become sophisticated, the quality of information 
and content still needs improvement (Ouchchy 
et al., 2020). Furthermore, as Ittefaq et al. (2025) 
pointed out, the mainstream media coverage tend 
to be critical, suggesting potential risks such as job 
losses and compromised privacy. Hence, scholars 
argue for a balanced framing of AI in the media 
with even-handed media reporting, including 
both negative and positive social implications 
(Sartori & Bocca, 2023). 

Overall, the collective body of research reveals 
the complex nature of public perceptions 
of generative AI. Although some optimistic 
viewpoints suggest the technology’s potential for 
development, numerous studies have highlighted 
challenges. Hence, some researchers maintain 
that AI is still a “black box” of which neither 
opportunities nor risks have been adequately 
addressed (Brauner et al., 2023). Therefore, it 
is essential to examine the intricate dynamics of 
adopting emerging technologies, particularly the 
issues that can lead to biased and irrational control 
beliefs in the public perception of AI. 

AI Adoption and Diffusion of Innovation

The well-known theory of the Diffusion of 
Innovations has been used as a theoretical 
framework in many studies to describe, predict, 
and explain the innovation adoption process 
(Atkin et al., 2015; Dearing, 2021; Rogers, 
2003). Diffusion is the process by which 
innovation is adopted or rejected over time 
among the members of a society (Rogers, 2003). 
Diffusion research has identified five attributes 
that explain the variance in adoption: relative 
advantage, complexity, compatibility, trialability, 
and observability (Rogers, 2003). Relative 
advantage, one of the strongest predictors of 
adoption, is the extent to which an innovation is 
perceived as superior to its predecessor or existing 
alternatives; the bigger the perceived benefits 
of innovation, the more likely individuals are 
to adopt it (Atkin et al., 2015; Rogers, 2003). 
Complexity refers to the degree to which an 
innovation is perceived as easy or difficult to 
understand and use. New technologies that are 
easier to use are adopted faster than innovations 
that are more difficult to learn. Compatibility 
refers to how well an innovation aligns with 
current processes, practices, and the needs 
of potential adopters; when an innovation is 
considered to be more compatible with the 
existing work style or situation, it is more 
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likely to be adopted. Observability refers to 
the visibility of the outcomes or results of 
adoption to others. According to Rogers (2003), 
innovations with relatively high observability, 
such as cellphones, diffuse more rapidly than 
personal computers. Finally, trialability refers 
to the degree to which potential adopters can 
experiment with an innovation on a limited 
basis. Having the opportunity to innovate can 
help reduce uncertainty. Generally, innovations 
that can be attempted are readily adopted. 
While all five characteristics are relevant, the 
first three (compatibility, relative advantage, and 
complexity) are widely found to explain and 
predict innovation diffusion in several studies 
(Agrawal, 2024). Rogers (2003) maintains that 
the subjective evaluation of an innovation is more 
critical than its objective attributes; individuals’ 
personal experiences and perceptions affect their 
attitudes toward innovation and subsequent 
adoption behaviors. 

Rogers (2003) identifies five categories of 
adopters: innovators, the first individuals to adopt 
an innovation; early adopters, the trendsetters 
who do not rush to adopt an innovation but 
evaluate and adopt the innovation only after 
determining its value; early majority, those who 
follow the leadership of the early adopters once 
the value of the innovation has been established; 
late majority, those who are naturally skeptical 
toward an innovation and adopt the innovation 
later than average; and laggards, traditionalists 
who actively resist the innovation. Using these 
adopter categories as demographic variables for 
a population, it may be possible to examine how 
different adopter categories view emerging topics 
differently (Lund et al., 2020).

Lund et al. (2020) examine librarians’ perceptions 
of AI based on the diffusion of innovation models. 
Although some respondents were concerned about 
AI replacing their job roles, this was a minority 
perception. Academic librarians generally have 
a favorable opinion of AI and the integration of 
new technology into their work. This result aligns 

well with the findings for the adopter categories, 
indicating that most participants fell within the 
categories of either early adopters or the early 
majority. 

In the context of AI adoption in the workplace, 
Xu et al. (2023) have examined employees’ 
attitudes toward AI adoption within the theoretical 
framework of diffusion and find that relative 
advantage, compatibility, and observability 
correlated with more positive attitudes, whereas 
complexity and trialability had no significant 
influence. Furthermore, Xu et al. (2023) attempt 
to extend the theory by incorporating the threat 
of technologies, individuals’ perceptions of 
their susceptibility to, and the resulting severity 
of technologies as additional attributes. In the 
study, employees considered AI a threat that 
might impact their career prospects, job security, 
and employment opportunities. Consequently, 
considering innovation adoption as a dynamic 
process, Xu et al. (2023) argue for the need to 
understand beyond AI attributes that employees’ 
accumulated emotions and cognitions should 
be considered. The study also recommends AI 
designs and adoption campaigns that emphasize 
the benefits of AI in improving employees’ job 
performance and efficiency.

According to Dearing (2021), several factors 
affect the rate at which AI chatbots diffuse into 
and reach the general population. For example, 
how they are framed as innovations, how they 
are perceived by potential adopters, and the 
social structural positions of early adopters are 
crucial to their adoption (Dearing & Cox, 2018). 
Consequently, Dearing (2021) calls for the use 
of behavioral nudges, encouragement, and social 
support to facilitate the diffusion of this new 
technology.

Research Questions 

This comprehensive body of research highlights 
the intricate landscape of public perception and 
acceptance of generative AI. While some optimistic 
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perspectives emphasize the developmental 
potential of technology, many studies underscore 
the existence of challenges. Moreover, some 
researchers contend that AI remains a “black 
box” with inadequately addressed opportunities 
and risks (Brauner et al., 2023). Therefore, it is 
imperative to scrutinize the intrinsic dynamics 
of individual adoption of emerging technologies, 
particularly in their early stages. Besides, a limited 
number of study examined user discourses in 
response to news reports regarding generative 
AI; a majority of the studies on public perception 
employed sur vey methodologies, lacking 
nuanced interpretation of sentiment. To gain 
insight into public perceptions during the nascent 
phase, the following research questions were 
posed:

RQ1.  What are the dominant themes emerging 
from public discourse in comments on 
generative AI news?

RQ2.  How have these thematic patterns 
shifted over time in public discussions of 
generative AI?

METHODS

Data Collection 

This study investigates public perception of 
generative AI news as presented by major 
broadcasters. The initial data collection involved 

selecting news clips available on YouTube. First, 
to ensure the validity and credibility of the news 
clips, we focused on the video clips from three 
major South Korean broadcasting networks 
(KBS, MBC, and SBS) for sampling (So et al., 
2024). In each broadcasting network’s YouTube 
channel, we collected news videos with the 
search keyword “generative AI.” We also added 
“ChatGPT” as a search term, given the increased 
attention to generative AI following the public 
release of ChatGPT 3.5 in November 2022 
(Teubner et al., 2023). The initial search yielded 
302 videos. We then filtered for videos with a 
minimum of 20 comments, resulting in 105 
videos spanning from January 2022 to January 
2025 for analysis. To analyze public perceptions 
of generative AI news videos on YouTube, we 
extracted public comments from each selected 
news video. All comments corresponding to the 
selected news videos were obtained through the 
YouTube API using the tuber wrapper in R (Sood, 
2019). This process yielded 56,708 comments for 
analysis (see Table 1).

Text Preparation 

Prior to implementing topic modeling, we 
conducted several text processing steps on the 
YouTube comments. First, we eliminated all 
numbers, punctuation marks, symbols, and 
URLs from the text (Sproat et al., 2001). Word 
tokenization was then applied to parse the text 
into individual lexical units (Vijayarani & Janani, 

Table 1. Summary of Sample News Clips 

Broadcasting network Total videos Total comments Mean Median Min Max

KBS 25 6,625 265 106 36 1,463

MBC 31 7,260 234 111 47 2,270

SBS 49 42,823 874 308 23 4,998

Total 105 56,708 458 175 35 2,910

Note. Values represent descriptive statistics (mean, median, min, and max) for total comments. 
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2016). Finally, we removed stopwords, including 
both common linguistic elements (e.g., “that,” 
“is,” and “about”) and domain-specific terms (e.g., 
“AI” and “artificial intelligence”). We removed 
domain-specific terms from the analysis because 
their ubiquity across the corpus limited their 
discriminatory power in topic identification 
(Alshanik et al., 2020).

Topic Modeling  

Topic modeling represents a text mining approach 
that systematically categorizes textual content 
into meaningful thematic clusters, termed 
topics, through automated procedures (Mohr & 
Bogdanov, 2013). This computational method 
minimizes human intervention, offering a more 
inductive approach compared to conventional text 
analysis methods in social sciences. While various 
topic modeling approaches exist, including Latent 
Dirichlet Allocation (LDA) (Blei et al., 2003) 
and Correlated Topic Models (CTM) (Blei & 
Lafferty, 2007), this study employs the Structural 
Topic Model (STM). STM extends beyond these 
foundational probabilistic frameworks through 
its distinctive capability to incorporate document 
metadata, enabling researchers to examine the 
relationship between document attributes and 
topical composition (Roberts et al., 2016). The 
model’s ability to process temporal information 
proves particularly advantageous for examining 
thematic developments across time periods 
(Roberts et al., 2016). Our investigation leverages 
this temporal analysis capability to examine 
the evolution of discourse patterns in YouTube 
comments chronologically.

We implemented our topic identification 
process according to the STM framework 
developed by Roberts et al. (2019):

Step 1. Data Preparation After preprocessing 
the text, we generated a document-term matrix 
(DTM) to structure our dataset, where individual 
comments constituted rows and unique 

corpus words formed columns. We utilized 
the textProcessor function in R to incorporate 
the complete vocabulary of our corpus. The 
resulting processed dataset encompassed 56,708 
comments containing 364,660 unique words.

Step 2. Topic Number Selection Prior to conducting 
topic modeling, researchers must determine 
the number of topics by considering statistical, 
theoretical, and practical reasons (Blei et al., 
2003). From a statistical standpoint, topic 
modeling operates as a generative probabilistic 
model for a corpus. The underlying concept 
posits that documents are depicted as random 
mixtures of latent topics, each characterized 
by a distribution of words (Blei et al., 2003). 
Within this framework, when a researcher 
selects a specific number of topics, a distribution 
is automatically assigned. From a theoretical 
perspective, predetermined categories aid in the 
exploration of novel and useful categorization 
schemes for measuring relevant quantities in large 
text collections (Grimmer & Stewart, 2013). On 
a practical level, the interpretability of latent topics 
takes precedence over maximizing the model fit 
(Chang et al., 2009).

Following established methodological protocols 
(e.g., Chung et al., 2022), we employed the 
searchK  function from R to systematically 
evaluate model performance across different topic 
configurations. Our experimental framework 
examined K values ranging from 5 to 20, with 
sequential single-unit increments. The evaluation 
protocol prioritized semantic coherence metrics, 
which quantify the co-occurrence frequency 
of high-probability terms within each topic. 
This statistical evaluation indicated that models 
containing eight to ten topics demonstrated 
optimal semantic coherence values.

 Relying solely on statistical approaches for 
determining optimal topic numbers presents 
recognized methodological limitations. As 
DiMaggio et al. (2013) emphasize, computational 
metrics may yield misleading results, as models 
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frequently segregate statistical noise into distinct 
topics, thereby artificially elevating the coherence 
metrics of the remaining thematic clusters. To 
address this limitation, we complemented our 
quantitative analysis with a qualitative evaluation 
of “semantic interpretability” (DiMaggio, 2015, 
p. 3). A comparative examination of models with 
eight, nine, and ten topics revealed that the nine-
topic configuration provided the most coherent 
and interpretable thematic framework.

Step 3. Structural Topic Modeling Using the 
STM framework, we first identified the dominant 
keywords and computed topic distribution 
patterns across the corpus. This methodology 
facilitates the examination of relationships 
between document metadata and topical 
distributions (Chung et al., 2022). To investigate 
temporal dynamics, we analyzed variations in 
topic prevalence throughout our study period 
(2021-2024). The temporal analysis incorporated 
year as a covariate and utilized a B-spline model 
with four degrees of freedom, allowing us to 
capture non-linear relationships within the data 
(Perperoglou et al., 2019).

RESULTS

Prevalent Topics Discussed on YouTube

To address RQ1, we applied STM analysis 
to the preprocessed corpus. Through this 
methodological approach, we identified nine 
distinct, interpretable, and mutually exclusive 
topics (Chang et al., 2009). The emergent topics 
encompassed a spectrum of public perceptions 
regarding generative AI, ranging from optimistic 
expectations and expressions of amazement to 
discussions about appropriate societal responses 
to the technology.

Analysis of public discourse revealed nine 
distinct themes in discussions about generative 
AI. HUMAN-CENTERED GENERATIVE AI 

(Topic 1, 2.79%) emerged as the least discussed 
theme, emphasizing the importance of human 
agency in generative AI development through 
keywords like “human,” “empower,” and “priority.” 
Public discourse also reflected significant 
interest in GENERATIVE AI ALGORITHM 
BIAS (Topic 2, 11.53%), characterized by 
technical terms such as “computer ” and 
“programmer,”while acknowledging concerns 
about “fallacy” and “bias.”

Societal anxieties manifested prominently in 
GENERATIVE AI CONTROL CONCERNS 
(Topic 3, 16.80%), where references to science 
fiction narratives like “Terminator,” “Skynet,” 
and “Matrix” intertwined with concrete fears 
about “nuclear weapon” and “virus.” Technical 
discussions coalesced around GENERATIVE AI 
ARCHITECTURE (Topic 4, 6.95%), focusing 
on infrastructure components through terms like 
“bigdata,” “NVIDIA,” “hardware,” “semiconductor,” 
and “software.”

Educational implications emerged through 
GENERATIVE AI IN EDUCATION (Topic 5, 
6.86%), exploring generative AI’s role in learning 
environments via keywords such as “digital,” 
“textbook,” and “teacher.” The most prominent 
theme, LABOR MARKET CHANGE (Topic 
6, 20.70%), captured broader workforce 
implications through terms like “job,” “employee,” 
and “unemployment.”

Technological advancement discussions 
appeared in AI DRIVEN TECHNOLOGY (Topic 
7, 9.72%), featuring references to “programming,” 
“deep-learning,” and industry figures like “Elon-
Musk.” SERVICE AUTOMATION BENEFITS 
(Topic 8, 14.07%) explored efficiency gains 
through keywords such as “automation,” “benefit,” 
and “labor-cost.” The last discourse addressed 
PROFESSIONAL DISPLACEMENT (Topic 9, 
10.88%), highlighting concerns about professional 
displacement across various fields such as “officer,” 
“lawyer,” “prosecutor,” and “judge.”
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Topic Evolution

To address Research Question 2, we examined 
temporal patterns in topic prevalence since the 
emergence of generative AI as a public concern. 
While most topics maintained relatively stable 
proportions since 2022, our analysis revealed two 
notable shifts in topic distribution.

First, Topic 6 (LABOR MARKET CHANGE), 
the most prevalent theme overall, reached 
its peak in early 2023 following the release of 
ChatGPT, but subsequently showed a gradual 
decline in discussion frequency. Similarly, Topic 
9 (PROFESSIONAL DISPL ACEMENT) 
exhibited a decreasing trend in prevalence over 
time.

Conversely, several topics demonstrated 
increasing prominence throughout the study 
period. Topic 1 (HUMAN-CENTERED 
GENERATIVE AI), despite having the smallest 
overall proportion in the corpus, showed 
consistent growth in prevalence. Topic 3 

(GENERATIVE AI CONTROL CONCERNS), 
which captured anxieties about AI dominance 
through science fiction references, also gained 
increasing attention. Additionally, Topic 5 
(GENERATIVE AI IN EDUCATION), focusing 
on the integration of generative AI in educational 
contexts, showed steady growth in discussion 
frequency over time.

Topic Prevalence among Broadcasting 
Networks 

During data collection, we observed a notable 
disparity in user engagement across the three 
major broadcasting networks. W hile KBS 
and MBC garnered relatively similar levels of 
engagement (25 videos with 6,625 comments 
and 31 videos with 7,260 comments, respectively, 
as shown in Table 1), SBS demonstrated 
substantially higher engagement with 42,823 
comments from 49 videos. Although not initially 
posed as a research question, we conducted 

Table 2. Topics and Top Words (K = 9)  

Topic label Top words Topic 
proportion

Topic 1 HUMAN-CENTERED 
GENERATIVE AI

human, empower, approach, priority, humanism, 
scenario, simulation 2.79%

Topic 2 GENERATIVE AI 
ALGORITHM BIAS

computer, programmer, algorithm, fallacy, bias, 
discrimination, failure 11.53%

Topic 3 GENERATIVE AI 
CONTROL CONCERNS

Terminator, developer, Skynet, Matrix, nuclear- weapon, 
virus, ‘I Robot’ 16.80%

Topic 4 GENERATIVE AI 
ARCHITECTURE

bigdata, NVIDIA, hardware, semiconductor, software, 
system, data  6.95%

Topic 5 GENERATIVE AI IN 
EDUCATION digital, textbook, kids, teacher, education, smartphone 6.86%

Topic 6 LABOR MARKET 
CHANGE

data, job, employee, copyright, computer-scientist, 
unemployment, position 20.70%

Topic 7 GENERATIVE AI DRIVEN 
TECHNOLOGY

programming, software, smartphone, deep-learning, 
technology, Elon-Musk, machine-learning 9.72%

Topic 8 SERVICE AUTOMATION 
BENEFITS 

automation, voice, benefit, service, labor-cost, improve, 
convenience 14.07%

Topic 9 PROFESSIONAL 
DISPLACEMENT

officer, lawyer, scientist, profession, prosecutor, judge, 
replacement 10.88%
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an additional analysis to investigate the factors 
driving higher user engagement with SBS’s 
generative AI news clips by comparing topic 
prevalence between SBS and the other two 
networks.

Figure 2 illustrates the marginal effects of topic 
proportion differences across networks. The 
points represent the mean estimated difference 
between SBS and the other two networks, while 
the bars indicate 95% confidence intervals. The 
distance between each point estimate and the 
dotted line (representing zero effect) indicates the 
magnitude of topic prevalence variation.

Analysis revealed that comments on SBS 
content exhibited higher prevalence of Topics 
2, 5, 6, 7, and 8, while showing lower prevalence 
of Topics 1, 3, and 9. Notably, Topic 6, which 
represented the largest proportion across the 

entire corpus, demonstrated significantly higher 
prevalence in SBS comments.

DISCUSSION

As one of the initial empirical investigations into 
public perceptions of generative AI through 
YouTube news comments, this study employed 
structural topic modeling to analyze public 
perception. Our analysis revealed three key 
findings that illuminate public responses to 
contemporary generative AI developments.

The identified topics encompassed both 
advantages and potential challenges of generative 
AI implementation. Primary concerns centered 
on employment implications (Topics 6 and 9), 
algorithmic bias (Topic 2), and AI controllability 

Figure 1. Topic Evolution 
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(Topic 3). Positive perspectives emerged through 
discussions of service automation benefits (Topic 
8), while neutral discourse focused on technical 
aspects such as AI architecture (Topic 4) and 
technological advancement (Topic 7). Forward-
looking discussions emphasized the necessity of 
human-centric AI development (Topic 1) and the 
integration of AI in educational contexts (Topic 5).

The temporal analysis of topic prevalence 
revealed distinct evolutionary patterns in public 
discourse. While initial concerns about job 
displacement peaked following generative 
AI's public release (e.g., release of ChatGPT), 
these discussions have subsequently declined. 
Conversely, three themes have gained increasing 
prominence: the importance of human-centric AI 
development (Topic 1), concerns about AI control 
over human society (Topic 3), and the integration 
of AI in educational contexts (Topic 5).

Our analysis of engagement patterns revealed 
that news content addressing job-related 
implications, digital education, and service 
automation benefits generated higher levels of 

public interaction. That is, these topics prompted 
more extensive commenting behavior. Together, 
our findings on thematic content, temporal trends, 
and engagement patterns offer valuable insights 
for both theoretical frameworks and practical 
applications, which we examine in detail below.

Theoretical implications 
Our findings align with previous research on 
public perceptions of generative AI’s usefulness, 
risks, and challenges (Araujo et al., 2020; 
Brauner et al., 2023). Most prominently, our 
analysis revealed that concerns about labor 
market transformation emerged as the dominant 
theme. This corresponds with prior studies 
documenting public anxiety about workplace 
AI adoption, particularly regarding potential job 
displacement (Kelly et al., 2023). Furthermore, 
research has established a significant correlation 
between AI-related fears and unemployment 
concerns (Liang & Lee, 2017). The keywords 
identified through our topic modeling —“data,” 
“job,” “employee,” “copyright,” “computer-

Figure 2. Topic Prevalence Difference between SBS and Other Two  

Note. The figure displays the estimated differences in topic proportions between SBS and the other two broadcasting 
networks (KBS and MBC), showing point estimates and their corresponding 95% confidence intervals. Positive point 
estimates indicate topics that were more prevalent in SBS comments, while negative estimates indicate topics that were 
less prevalent in SBS comments relative to the other networks.
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scientist,” “unemployment,” and “position”—
suggest widespread public apprehension about 
job security, specifically regarding potential 
displacement by data professionals and computer 
scientists.

In relation to labor market transformation 
concerns, Topic 9 identified specific professions 
perceived as vulnerable to generative AI 
displacement, particularly legal occupations 
including “lawyer,” “prosecutor,” and “judge.” 
This finding reflects growing concerns about the 
potential automation of legal professions, given 
that many legal processes can be standardized 
and routinely executed by AI systems (Martinho, 
2025).

Topics 2 and 3 revealed negative perceptions 
regarding algorithmic bias and AI controllability, 
highlighting public concerns about potential 
individual and societal harm. While early research 
on AI algorithms suggested that user acceptance 
increases with familiarity (Wang, 2023), recent 
studies have demonstrated that perceptions of 
generative AI—whether positive or negative—
are more closely tied to AI literacy and trust in 
the technology (Schiavo et al., 2024; Shin, 2022). 
These findings suggest that enhancing public AI 
literacy may be crucial for addressing anxieties 
about generative AI.

Analysis of Topic 8 revealed positive perceptions 
toward generative AI, particularly regarding 
anticipated service automation benefits. The 
multi-modal capabilities of generative AI 
position it to play a pivotal role in content 
creation, encompassing written materials, images, 
videos, and integrated multimedia content 
(Bandi et al., 2023; Campbell et al., 2022). 
At the individual level, service automation is 
expected to enhance creativity and productivity, 
benefiting both creative professionals and workers 
engaged in routine tasks (Agrawal, 2024). At 
the organizational level, the implementation 
of generative AI-based chatbots for customer 
interactions, operational streamlining, and internal 
communication promises improved management 

efficiency (Cheng & Jiang, 2020; Korzynski 
et al., 2023; Shim et al., 2024). From a broader 
societal perspective, generative AI contributes 
to advancements in healthcare, education, and 
manufacturing sectors, fostering innovation 
and addressing significant societal challenges 
(Čartolovni et al., 2023; Chiu, 2024; Kusiak, 
2020).

The simultaneous presence of positive and 
negative perceptions toward generative AI illustrates 
the nuanced relationship between technological 
understanding and public acceptance. Although 
technological familiarity typically enhances 
acceptance, research has shown that scientific 
knowledge can increase public skepticism, 
necessitating thorough information provision 
to address concerns (Bauer et al., 2007; Sturgis 
& Allum, 2004). The current ambivalence in 
public perception may thus reflect insufficient 
AI literacy resulting from inadequate access to 
comprehensive information about generative AI.

The temporal analysis of topics revealed two 
distinct patterns: increasing and decreasing 
prevalence. Notably, Topic 1 demonstrated 
consistent growth in prevalence despite its 
relatively small overall proportion. While most 
topics addressed either positive or negative 
aspects of generative AI, this topic advocated 
for a proactive, human-centered approach to 
technological implementation. This alignment 
suggests a pathway toward addressing previously 
identified concerns about ethical, credible, and 
authentic AI development (Li & Huang, 2020; 
Meskys et al., 2020). 

Drawing on Rogers’ (2003) technology 
acceptance framework, particularly the concept 
of relative advantage—perceived superiority 
over existing alternatives—helps explain the 
increasing prevalence of human-centered 
generative AI discourse. While public recognition 
of AI’s superiority suggests acceptance based on 
perceived relative advantage, the growing topic 
prevalence indicates an emerging understanding 
of the necessity for human-directed application 
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of this technology. Similarly, discussions about 
generative AI in education showed an upward 
trend. This increasing proportion reflects public 
perception of compatibility, which Rogers (2003) 
defines as the alignment between an innovation 
and existing processes, practices, and adopter 
needs. The growth in educational discourse 
suggests public recognition that generative 
AI could be effectively integrated into current 
educational frameworks.

The growing prevalence of Topic 3 revealed 
increasing concerns about generative AI control, 
influenced by science fiction narratives such 
as “Terminator,” “Matrix,” and “I, Robot.” This 
upward trend can be understood through Rogers’ 
(2003) concept of observability—the degree 
to which innovation outcomes are visible to 
potential adopters. While generative AI’s direct 
effects may lack the immediate visibility of 
technologies like mobile phones (Rogers, 2003), 
the public has vicariously observed potential 
consequences through science fiction media, 
leading to heightened concerns about AI control.

Conversely, Topics 6 and 9, which addressed 
job transformation and displacement, exhibited 
decreasing prevalence over time. While previous 
research has demonstrated that AI discussions 
maintained general optimism over the past 
three decades, concerns about employment 
consequences have intensified in recent years 
(Fast & Horvitz, 2017). Our findings align with 
this trajectory, as negative discourse regarding 
potential job loss dominated the initial period 
following generative AI’s release. However, the 
gradual decline in these topics suggests that the 
actual labor market impact of generative AI has 
proven less severe than initially anticipated after 
the technology’s public deployment.

Lastly, our analysis of topic proportion 
differences across broadcasting networks revealed 
significant variations. Topic 6 was substantially 
more prevalent in comments on SBS news 
clips. Given that SBS garnered more than three 
times the comment volume of MBC and KBS 

combined, it is reasonable that the most prevalent 
topic identified in RQ1 emerged predominantly in 
SBS content. However, it is noteworthy that Topic 
3—the second most prevalent topic overall—
was among the least discussed topics in SBS 
comments, while featuring prominently in MBC 
and KBS discussions. This divergence suggests 
that users engaging with generative AI news on 
different broadcasting networks may develop 
distinct perceptions based on varying content 
framing approaches. The differential prominence 
of Topic 3 indicates that MBC and KBS may have 
presented generative AI with greater emphasis 
on potential control risks and societal concerns, 
while SBS coverage potentially focused more on 
practical implications like job market impacts. 
This finding aligns with media framing theory, 
which posits that news organizations’ presentation 
of issues influences audience perception and 
interpretation (Entman, 1993; Scheufele, 1999), 
suggesting that broadcasting networks may play a 
significant role in shaping public discourse about 
emerging technologies through their distinctive 
framing choices.

Practical Implications 

Our findings offer several actionable insights 
for users and organizations navigating the 
implementation of generative AI technologies. 
These implications address key concerns 
identified in public discourse. Below, we outline 
three primary practical implications derived from 
our analysis.

First, the findings underscore the necessity 
of communication strategies geared towards 
mitigating public fear and anxiety associated with 
the adoption of generative AI. Organizations 
offering generative AI services must articulate the 
advantages of harnessing collective intelligence 
through collaboration between generative AI and 
human effort. A potential key message should 
emphasize the superior outcomes achievable 
through collective efforts, surpassing the 
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capabilities of individuals or machines working in 
isolation.

Second, the prevalence of employment-related 
concerns suggests that organizations implementing 
generative AI should develop comprehensive 
change management and internal communication 
strategies. Organizations are advised to provide 
transparency regarding how generative AI will 
complement rather than replace human workers, 
to offer reskilling opportunities, and to clearly 
articulate the intended role of AI within their 
operational frameworks. 

Third, the increasing prevalence of human-
centered AI discourse indicates growing public 
recognition of the necessity for human-centered 
AI development and governance. Enhanced 
discourse on human-AI collaboration is 
needed at both individual life management and 
organizational levels to align with evolving public 
expectations and foster greater acceptance and 
trust in AI technologies. The findings suggests 
that addressing public apprehension towards 
generative AI requires positioning AI-supported 
services as efficient and timesaving tools (Cheng 
& Jiang, 2020).

Finally, the concerns about AI control revealed 
through science fiction references suggest that 
public communication initiatives about generative 
AI should directly address misconceptions while 
acknowledging legitimate ethical considerations. 
Technolog y companies and educational 
institutions should develop AI literacy programs 
that balance realistic capabilities with responsible 
development frameworks to mitigate unfounded 
fears while promoting informed technological 
citizenship.

Limitations and Future Directions

The current study presents some limitations that 
indicate avenues for future research. Our analysis 
focused exclusively on public comments about 
generative AI news on YouTube using structural 
topic modeling. While this approach enabled 

us to identify meaningful thematic patterns in 
public discourse, it cannot establish the direct 
consequences of these discussions for individual 
attitudes or societal acceptance. Thus, future 
research should examine the relationship between 
public discourse and measurable outcomes such 
as trust, acceptance, and willingness to use toward 
generative AI technologies. 

Second, the study focused on public responses 
regarding generative AI news; consequently, 
the findings fall short of delineating the origins 
and drivers of positive and negative sentiments. 
Alternatively, a traditional statistical approach may 
be warranted to explore the deeper relationships 
among public perception, attitude, and behavior 
towards the acceptance of generative AI. Future 
research could scrutinize the news agenda 
surrounding generative AI to ascertain prevalent 
new agendas and public responses.

Additionally, more diverse methodological 
approaches could significantly extend our 
understanding of generative AI discourse and 
its effects. Longitudinal studies might track how 
exposure to specific narrative patterns influences 
individual perceptions and acceptance over 
time, revealing causal mechanisms that cross-
sectional analyses cannot capture. Experimental 
research could systematically manipulate news 
framing to identify how different presentation 
approaches affect public comprehension, risk 
perception, and acceptance of generative AI. 
Such experimental designs might compare 
technological determinism frames against human 
agency frames, or benefit-oriented versus risk-
oriented presentations, to determine optimal 
communication strategies for fostering informed 
public engagement.
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Appendix

Temporal Effects on Topic Prevalence 

Topic Estimate S.D. t-value

Topic 1. HUMAN-CENTERED GENERATIVE AI .0070*** .0007 10.550

Topic 2. GENERATIVE AI ALGORITHM BIAS .0005 .0010 .473

Topic 3. GENERATIVE AI CONTROL CONCERNS .0086*** .0012 7.305

Topic 4. GENERATIVE AI ARCHITECTURE .0004 .0008 .474

Topic 5. GENERATIVE AI IN EDUCATION .0077*** .0009 8.231

Topic 6. LABOR MARKET CHANGE -.0179*** .0012 -14.910

Topic 7. GENERATIVE AI DRIVEN TECHNOLOGY .0005 .0010 .500

Topic 8. SERVICE AUTOMATION BENEFITS -.0032*** .0009 -3.581

Topic 9. PROFESSIONAL DISPLACEMENT -.0034*** .0010 -3.515
* p < .05, ** p < .01, *** p < .001.

Note. Although authors reported a B-spline model for the temporal analysis as shown in Figure 1, here we present 
linear regression results for clearer identification of increasing and decreasing trends in topic prevalence.
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