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Since the sudden launch of ChatGPT, a variety of generative AI 
services have rapidly permeated virtually all aspects of daily life. 

The ability of such services to quickly produce high-quality results in 
numerous creative realms, once deemed uniquely human, astonishingly 
attracted over one million users within the first five days of its release. 
The rapid advancement of digital media technologies like AI has led 
to such swift changes in the levels of their acceptance as well as in 
their consumption patterns, thus further underscoring the need for 
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continued research. 
The acceptance of new media and new 

technologies has long been studied using the 
Technology Acceptance Model (TAM). Recent 
discussions on AI, including studies examining 
user acceptance of self-driving cars ( Jun, 2022), 
chatbot anthropomorphism (Choi & Noh, 2022), 
and the adoption of voice recognition agents 
(Upadhyay et al., 2022), have all incorporated 
TAM and its variables to explain why people 
use AI services. However, these technology 
acceptance mechanisms often fall short in 
capturing the characteristics of individuals who 
quickly adopt emerging technologies and media 
such as AI. 

Accordingly, this study takes a new approach 
to investigating the psychological determinants 
of individuals’ acceptance of generative AI by 
acknowledging that, with the expansion of SNS, 
individuals’ decision-making reference groups are 
expanding from friends, family, and colleagues 
to key figures in their SNS networks (Lu et al., 
2019). Given that studies indicate Millennials and 
Generation Z individuals often rely on the choices 
of others when deciding whether to use a service 
(Bhattacharyya et al., 2022), it is necessary to 
consider the growing influence of ‘social influence’ 
factors on the acceptance of new technologies 
such as generative AI. This suggests that in 
intelligent systems, such as generative AI, where 
interactions between individuals and the system 
are highly dynamic and social influence is strong, 
the causal relationships among TAM variables can 
change.

Meanwhile, as the structure of AI algorithms is 
not easily understood by humans, concerns arise 
that such black-box characteristics can lead to 
unpredictability and uncertainty, which, in turn, 
can result in trust issues (Choung et al., 2022). As 
individuals ultimately accept new technologies 
encountered through social influence, “trust” 
in the technology becomes even more crucial. 
Studies examining the factors contributing to 
trust in AI indicate (Gillath et al., 2021; Lockey et 

al., 2021; Rheu et al., 2021) that trust in both AI 
technology and the information it provides is an 
issue that cannot be ignored in the AI technology 
domain.

Thus,  this  study ex amines how causal 
relationships influenced by social influence 
operate as specific mechanisms in AI usage. 
Previous studies that comprehensively explore 
technology acceptance have confirmed the 
impact of social influence factors on technology 
adoption intention (Venkatesh et al., 2003, 2012). 
However, these studies primarily verify the direct 
impact of these factors on the intention to use 
AI without fully considering the relationships 
between social influence and other variables. 
Thus, such findings are inadequate for effectively 
explaining the decision-making mechanisms 
behind the diffusion of new technologies like 
generative AI. Given the complexity of AI 
technology and the highly interactive nature of 
its environment, it is necessary to examine the 
sequential occurrence of factors rather than just 
evaluating them independently.

Therefore, this study proposes a model that 
systematically examines the relationships between 
key variables in technology acceptance research, 
considering “social influence” as a factor triggering 
the psychological decision-making process in 
individuals who accept and utilize generative AI. 
By expanding the scope of social influence to 
include social networking services (SNS), this 
study aims to engage in an in-depth discussion 
about the highly interactive AI environment. 
Moreover, by addressing trust issues related to 
AI technology, which is largely perceived as a 
black box, this study seeks to provide a more 
comprehensive analysis of the AI technology 
acceptance process. This “AI Acceptance Model” 
is expected not only to highlight the importance 
of social influence in the acceptance of new 
technologies represented by artificial intelligence, 
but also to redefine the acceptance process.
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The Spread of Generative AI and Social 
Influence

The expansion of ChatGPT has happened 
at such a rapid pace that the decision to use 
the technology has already been made even 
before individuals have had the opportunity 
to experience its benefits and integrate them 
into their decision-making processes. In today's 
world, where the internet and social media are 
pervasive, information flows swiftly from one 
central network hub to another, facilitating high 
interactivity and rapid dissemination (Barabási, 
2002; Kim et al., 2012). At the individual level 
of adopting AI technologies, it can be inferred 
that as soon as a new technology is endorsed by 
someone’s social network hub, the technology 
enters their or her decision-making system.

The concept of “social influence,” which is 
closely related to this phenomenon, refers to 
“the degree to which an individual perceives that 
important others believe they should use the 
new system” (Venkatesh et al., 2003). It is one 
of the cognitive factors influencing individuals’ 
decisions to adopt technology. Social influence 
was originally reflected in the Theory of Planned 
Behavior (TPB) (Ajzen, 1991) as the concept of 
subjective norm, which denotes organizational 
and social pressures. This concept was later 
integrated into the Technology Acceptance 
Model (TAM) and applied in various studies. 
As technology acceptance research diversified, 
Venkatesh and colleagues synthesized 32 
variables and concepts from eight different 
acceptance theories, leading to the development 
of the Unified Theory of Acceptance and Use 
of Technology (UTAUT) (Venkatesh & Davis, 
1996). In UTAUT, social influence is identified as 
one of the primary factors predicting behavioral 
intention, alongside performance expectancy, 
effort expectancy, and facilitating conditions. 
The social influence factor within UTAUT 
encompasses related concepts such as subjective 
norms (TPB), social factors (MPCU), and image 

(Venkatesh & Davis, 1996). Like most studies 
on technology acceptance, UTAUT primarily 
explains social influence in organizational 
contexts. With the rise of the internet and mobile 
technologies, Venkatesh expanded the model to 
propose UTAUT2, which adapts the acceptance 
model for consumer contexts. In UTAUT2, the 
scope of social influence shifted from the attitudes 
of organizations or influential acquaintances to 
include the perspectives of larger, unspecified 
groups (Venkatesh et al., 2003, 2012).

The primary research question of this study 
is whether the constructs and scales of social 
influence, which are based on subjective 
norms influenced by specific individuals such 
as family, friends, colleagues, acquaintances, 
and social organizations, as well as injunctive 
norms referring to socially prevalent attitudes, 
can effectively explain the social relationships 
that are increasingly expanding through social 
networking services (SNS). For example, in 
the context of AI adoption, users may feel 
social pressure when individuals with higher 
reputations than they do use AI devices (Gursoy 
et al., 2019) or experience social pressure 
stemming from online relationships such as SNS 
and blogs (Bhattacharyya et al., 2022). These 
extended social relationships underscore the 
need for advanced discussions on the concept 
of social influence. Based on long-standing 
research on technology acceptance, there is 
theoretical consensus that social influence (SI) 
is a critical factor in individuals’ adoption of 
technology. However, it is necessary to expand the 
conceptualization of social influence to account 
for the evolving social dynamics that shape 
technology adoption today.

Another issue to consider regarding social 
inf luence factors is that,  in the UTAUT 
framework, “social influence” is positioned 
alongside variables such as “performance 
expectancy” and “effort expectancy” as an 
antecedent factor that explains behavioral 
intention. Recent studies on the diffusion of new 
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technologies suggest that social influence may 
precede and exert influence over other variables. 
This implies that individuals may perceive 
technologies as useful and decide to adopt 
them if their significant referents believe they 
should, even when they themselves do not have 
a favorable attitude toward the system (Zhang 
et al., 2020). Furthermore, social influence 
enhances the likelihood of technology adoption 
by influencing perceived usefulness and perceived 
ease of use (Joo et al., 2013). For instance, a study 
on the intention to use ChatGPT services has 
also reported cases verifying the impact of social 
influence on both performance expectancy and 
effort expectancy (Park et al., 2023).

In conclusion, this study highlights the 
importance of “recommendations from others” 
in the use of generative AI, emphasizing that as 
interpersonal relationships expand from offline 
contexts to SNS-based social connections, the 
scale and locus of social influence in AI acceptance 
models may differ from those of other factors. In 
this context, Lazarus’s (1991b, 1991c) “Cognitive 
Appraisal Theory” illustrates how the “social 
influence” factor operates within the relevance 
assessment in an individual’s decision-making, 
leading to a structure in which the emotions 
involved in the adoption of technology are 
intensified.

Cognitive Appraisal Theory and the 
Acceptance of Generative AI Technology

The rapid spread and advancement of generative 
AI raise the need to reassess the relationships 
between variables discussed in ex isting 
technology acceptance research (Venkatesh et 
al., 2022). Variables such as “social influence” are 
closely connected to the cognitive and emotional 
responses that should be given importance in the 
acceptance of AI technology.

In this regard, Lazarus’s Cognitive Appraisal 
Theory provides a theoretical framework 
applicable to the acceptance process of generative 

AI technology by positing that an individual’s 
decision-making regarding the relevance of 
a particular object and the coping potential 
(Lazarus, 1991a) undergoes a process of 
“cognitive-motivational-emotional” appraisal 
(Lazarus, 1991b, 1991c). In Cognitive Appraisal 
Theory, cognition is defined as “knowledge and 
appraisal of what is happening”. Also, knowledge 
consists of “situational and generalized beliefs 
about how things work,” while appraisal refers 
to “an evaluation of the personal significance 
of what is happening in an encounter with the 
environment” (Lazarus, 1991c). Based on the 
results of the appraisal, individuals experience 
positive or negative emotions toward the object, 
which subsequently leads to behavioral and 
psychological responses (Lazarus, 1999).

Individuals undergo two stages of appraisal in 
the decision-making process. In the “primary 
appraisal” stage, they consider the “relevance” 
of what is being evaluated (Lazarus, 1991a). 
It is the context for evaluating the importance 
of the object. When individuals lack sufficient 
knowledge about technology, the “social 
influence” factor becomes relevant to the 
extent that they believe important others have a 
positive perception of information technology 
use (Chang, 2012), thereby contributing to the 
relevance assessment.

Next, if individuals perceive the object as 
relevant and important to them, they undergo a 
“secondary appraisal” process, where they evaluate 
whether they can effectively cope with the object 
or situation (Lazarus, 1991a). This is the stage 
in which a cognitive assessment of motivation 
weighs the costs and benefits of the choice. This 
appraisal shapes the individual’s feelings towards 
their behavior and influences their decision to 
act (Lazarus, 1991c). In other words, cognitive 
efficacy fosters positive emotions, which in turn 
enhance the intention to use.

In Cognitive Appraisal Theory, “emotion” that 
arises from the cognitive appraisal process predicts 
intention (Lazarus, 1991b, 1991c). Emotions 
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serve as mediators between cognitive stimuli 
and behavioral responses, and are recognized as 
outcomes of conscious and cognitive appraisals 
(Lim & Kim, 2019). However, unlike the concept 
of “attitude” in the technology acceptance 
model, which is a mix of cognitive and emotional 
evaluations, in Cognitive Appraisal Theory, 
cognition and emotion are sequentially separated; 
emotion emerges as a result of cognitively 
motivated evaluation. Particularly, emotions 
can be influenced by both positive and negative 
factors, reflecting this dual nature within the 
model’s structure (Gursoy et al., 2019). By 
separating cognition from emotion, acceptance 
models can more accurately reflect the facilitative 
emotions associated with new technologies as well 
as any ambivalence induced by ethical concerns. 
This means that the influence exerted by a 
reference group before using any new technology 
can have a cascading effect on an individual’s 
cognitive and emotional judgments about AI.

Therefore, based on this process, the way 
individuals respond to new technologies like 
generative AI is likely determined through stages, 
driven by emotions that stem from cognitive 
appraisal of specific stimuli. This approach allows 
for an explanation of the sequence of occurrences 
of factors affecting usage intention based on their 
causal characteristics rather than simply evaluating 
all antecedents as independent factors.

Meanwhile, social influence has been reported 
in previous studies as an antecedent factor 
influencing an individual’s belief system related 
to the perceived ease of use and usefulness of 
technology ( Joo et al., 2013; Park et al., 2023). 
Approaching social influence through the lens 
of Cognitive Appraisal Theory, social influence 
serves as a stage where users evaluate the 
relevance of a technology to themselves (Gursoy 
et al., 2019; Lu et al., 2019; Vitezić & Perić, 2021). 
Furthermore, these cognitive evaluations of 
performance expectancy and effort expectancy 
are also expected to impact emotions associated 
with the use of AI. Ultimately, considering the 

characteristics and relationships of these factors, 
one can infer a sequential relationship among the 
variables within the mechanism of generative AI 
acceptance.

Trust in the Acceptance of Generative AI 
Technology

Trust (Söllner et al., 2016), which is considered 
another major predictor in the adoption of new 
technologies, can play an integral role in the 
primary appraisal stage of Cognitive Appraisal 
Theory (Lazarus, 1991b). Trust encompasses 
a wide range of areas and has been identified as 
influential in the use of online services, including 
new information systems (Tung et al., 2008), 
online games (Wu & Liu, 2007), banking (Suh & 
Han, 2002), social network sites (Sledgianowski 
& Kulviwat, 2009), shopping (Gefen et al., 
2003), etc. More recently, research in AI robotics 
has conceptualized trust as a “comprehensive 
cognitive belief that is the result of a user’s 
evaluation of sub-factors such as performance, 
functionality, and working environment” (Chi et 
al., 2021; Tussyadiah et al., 2020).

Based on its characteristics, trust has consistently 
been found to have a significant positive influence 
on an individual’s efficacy in using a system 
(Wu et al., 2011). Especially in relation to the 
social influence factor, it has been reported that 
individuals’ decision-making can be influenced by 
others, which in turn affects their trust behavior 
(Wei et al., 2019). Trust has also been identified 
as a mediator between factors such as social 
influence and intention to use (Chung, 2019). 
Similarly, social influence has been shown to 
have a significant effect on trust in information 
provided by the Internet (Chin et al., 2009).

Particularly in the functional aspect, trust 
in AI has been shown to influence perceived 
usefulness (Choung et al., 2022), and in the 
context of generative AI, trust has been identified 
as a significant positive predictor of perceived 
usefulness (Kim, 2024). As a key variable in 
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the cognitive appraisal process of technology 
acceptance, trust has also been reported to be 
significantly related to the emotions that result 
from the evaluation. For example, a study 
examining the intention to use AI speakers 
explored how trust (rational-function and 
emotional-affectivity) influences attitudes and 
intentions (Jun, 2023). The findings showed that 
the path between rational (functional) trust and 
attitude was significant, but the path between 
emotional (affective) trust and attitude was not 
significant. Additionally, trust in AI technology 
has been shown to positively influence attitudes 
toward the technology (Lee & Jun, 2022).

Taken together, these findings suggest that trust 
plays a pivotal role when discussing the stages of 
acceptance of generative AI technologies in the 
context of the cognitive evaluation process of 
Cognitive Appraisal Theory (Lazarus, 1991c). 
However, as a number of previous studies have 
pointed out, there is still a lack of consensus on 
the role of trust in AI technology acceptance (Chi 
et al., 2023). Given the complexities of the trust 
factor and the unique and varied contexts of AI 
technologies, a distinct approach may be required 
for studying trust in AI in comparison to other 
areas (Chi et al., 2021; Tussyadiah et al., 2020; 
Yagoda & Gillan, 2012). Therefore, it is essential to 
verify whether the complex relationships between 
key variables related to technology acceptance, 
such as social influence, performance expectancy, 
and emotions, are similarly evident in the domain 
of generative AI.

Research Model and Hypotheses

This study focuses on the factor of social influence 
in AI acceptance and proposes a model to explain 
the sequential decision-making process it triggers. 
To achieve this, it tests Lazarus’s (1991b, 1991c) 
cognitive-motivational-emotional framework, 
building upon the variables integrated into the 
UTAUT. While the UTAUT primarily identifies 
direct factors influencing behavioral intention, 

the proposed model emphasizes examining the 
relationships between these factors.

The UTAUT identifies the impact of key 
factors, including Social Influence, Performance 
Expectancy, Effort Expectancy, and Facilitating 
Conditions, on technology acceptance behaviors. 
Performance Expectancy is defined as the degree 
to which using an IT system provides advantages 
to users in performing their tasks and corresponds 
to the belief system of perceived usefulness (PU) 
in TAM. Effort Expectancy refers to the perceived 
ease of use (PEOU) of a technology and is 
defined as the degree to which a user believes that 
using a particular system will require minimal 
effort (Venkatesh et al., 2003). Facilitating 
Conditions, while directly influencing IT system 
use in UTAUT, are limited to organizational 
contexts (Venkatesh et al., 2003) and have 
been found to be less predictive of behavioral 
intention in consumer contexts (Gansser & 
Reich, 2021). Given these limitations, this study 
excludes Facilitating Conditions from its analysis. 
Additionally, in the UTAUT framework, the 
aforementioned variables function as antecedents 
positioned at the same level. However, this study 
integrates Lazarus’s (1991b, 1991c) cognitive-
motivational-emotional framework to explain the 
phased influences and relationships between these 
variables.

As a first step, this study focuses on “social 
influence,” a key variable in UTAUT and a factor 
hypothesized to trigger the diffusion of generative 
AI. According to prior research, individuals using 
automated vehicles (AVs) perceive AV systems as 
useful if important others hold such beliefs, even 
if the individuals themselves are not favorable 
toward the system (Zhang et al., 2020). In other 
words, social influence is considered to have a 
direct impact on performance expectancy (PE). 
In contrast, the relationship between social 
influence and effort expectancy (EE) is less 
consistent. While most studies report that social 
influence positively impacts effort expectancy, 
other research indicates negative effects (Man et 
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al., 2025). Thus, the relationship between social 
influence and effort expectancy requires further 
investigation. Additionally, social influence 
consistently impacts trust in system use. This 
effect is particularly evident when users lack direct 
knowledge of the system, leading them to seek 
and trust the opinions of others (Li et al., 2008). 

Such prior studies suggest that recommendations 
and opinions encountered within social networks 
serve as critical cues in evaluating the relevance 
of technologies like generative AI (Lu et al., 
2019; Park et al., 2023). Based on the Cognitive 
Appraisal Model, when users initially evaluate 
relevance through social influence (primary 
appraisal), it subsequently affects secondary 
appraisal processes, including “effort expectancy,” 
“performance expectancy,” and “trust” (Chin et 
al., 2009; Joo et al., 2013; Park et al., 2023). At this 
stage, the relationships among social influence, 
performance expectancy, effort expectancy, and 
trust fall within the domain of cognitive appraisal, 
determining the perceived cognitive efficacy of 
AI systems (Gursoy et al., 2019; Lu et al., 2019; 
Vitezić & Perić, 2021). Based on this framework, 
the following hypotheses can be established.

H1. �Social influence on AI users will have a 
positive influence on their effort expectancy.

H2. �Social influence on AI users will have a 
positive influence on their performance 
expectancy.

H3. �Social influence on AI users will have a 
positive influence on their trust in AI.

In the case of “performance expectancy,” which 
relates to how useful generative AI technology is 
perceived to be, if users feel that the technology 
is difficult to use in terms of “effort expectancy,” 
they may negatively evaluate its potential 
contribution to performance (Davis, 1989; 
Venkatesh et al., 2003). In other words, as effort 
expectancy reflects an individual’s assessment of 
the ease of use of generative AI technology, this 
assessment connects to performance expectancy, 

which evaluates the technology’s usefulness. 
Consequently, the easier users perceive the 
technology to be, the more likely they are to 
positively evaluate its potential to contribute to 
their performance. Meanwhile, “trust” also acts as 
a critical factor mediating the relationship between 
social influence and cognitive appraisal variables, 
such as performance expectancy. Trust reduces 
the uncertainty users feel about generative AI 
technology and enhances the perceived reliability 
of the system. Prior research has shown that social 
influence can have a positive effect on online 
information trust (Chin et al., 2009), and that 
users who trust AI systems are more likely to have 
higher expectations of the accuracy and efficiency 
of the system’s results (Choung et al., 2022; Kim, 
2024). Social influence fosters positive evaluations 
of generative AI’s performance through trust, 
which in turn increases the likelihood of users 
adopting the technology. These relationships 
among variables align with the sequential 
processes outlined in the secondary appraisal 
phase of Cognitive Appraisal Theory (Lazarus, 
1991a), suggesting that they play a critical role in 
individuals’ adoption of generative AI technology.

H4. �AI users’ effort expectancy will have a positive 
influence on their performance expectancy. 

H5. �AI users’ trust in AI will have a positive 
influence on their performance expectancy.

“Emotion” is a variable formed as a result of 
cognitive appraisal and plays a pivotal mediating 
role in predicting users’ behavioral intentions 
during the technology adoption process (Lazarus, 
1991b). In particular, the more positive outcomes 
that are derived from cognitive appraisals 
such as “effort expectancy” and “performance 
expectancy,” the more likely users are to develop 
positive emotions toward the technology, which 
directly influences their “intention to use” (Gursoy 
et al., 2019; Vitezić & Perić, 2021). Furthermore, 
the context of prior findings reporting the positive 
effects of “trust,” another variable influencing 
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the cognitive appraisal process, on emotion 
can also be applied here ( Jun, 2023; Lee & Jun, 
2022). Therefore, in the context of generative 
AI adoption, emotion is not merely an outcome 
variable but a decisive step leading to the intention 
to use. Consequently, the hypotheses derived 
to verify the relationships among variables such 
as effort expectancy, performance expectancy, 
emotion, and intention to use in generative AI 
adoption are as follows.

H6. �AI users’ effort expectancy will have a 
positive influence on their emotions.

H7. �AI users’ performance expectancy will have 
a positive influence on their emotions.

H8. �AI users’ trust in AI will have a positive 
influence on their emotions.

H9. �AI users’ emotions will have a positive 
influence on their intention to use AI.

Additionally, the research model constructed 
based on the nine hypotheses proposed in this 
study is illustrated in Figure 1. This research model 
demonstrates originality by comprehensively 
exploring the mediating and sequential effects 
among variables that have been overlooked in 
existing technology acceptance models (TAM, 
UTAUT). W hile the UTAUT framework 
emphasizes the direct relationship between 
independent variables and behavioral intention, 
this study applies Cognitive Appraisal Theory to 
analyze the interactive relationships among social 
influence, cognitive appraisal, trust, and emotion. 

Through this approach, the model clarifies 
the sequential relationships between variables 
in the complex process of adopting advanced 
technologies such as generative AI, while also 
highlighting the significance of emotional and 
trust-related factors.

METHOD

Data Collection

This study surveyed adults over the age of 20 in 
South Korea with experience using generative AI. 
The survey was conducted by the research agency 
Research & Research, using a random sample 
of users during the week of December 13–20, 
2023. This study adhered to ethical guidelines for 
human research. Participation was voluntary, and 
all participants were informed about the study’s 
purpose, their right to withdraw at any time, and 
the confidentiality of their responses. Informed 
consent was obtained from all participants, and 
data were collected and stored in compliance with 
ethical research standards to ensure anonymity 
and confidentiality.

Through this process, we ultimately analyzed 
data from 350 respondents after excluding 
unreliable responses.  The demographic 
breakdown of the respondents included 151 
males (43.1%) and 199 females (56.9%). By age, 
132 respondents (37.7%) were in their 20s, 106 
(30.3%) were in their 30s, and 112 (32.0%) were 

Figure 1. Research Model
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aged 40 or older.
In terms of usage frequency, the most common 

response was using generative AI once a month 
(26.3%), while a small group (8%) reported using 
it almost daily. The primary purpose for using 
generative AI was to find information (26%), and 
the least common purpose was creation (7.1%). 
Usage was evenly distributed across activities 
related to learning and education, work, play and 
hobbies, and life and convenience.

When participants were asked to identify 
their favorite or most frequently used services, 
ChatGPT (GPT-3.5) was the most popular 
at 44.1%, followed by Bard, CLOVA X, New 
Bing, and ChatGPT (GPT-4). Other services 
mentioned included Playground, Photoshopai, 
Carat, A., and Wrtn (2 respondents).

Measures

Social Influence
To measure social influence, a five-item scale was 
constructed by utilizing scales from Bhatt (2022), 
Lu et al. (2019), Gursoy et al. (2019), and 
Bhattacharyya et al. (2022). As this study aims to 
address relationships formed on SNS as key social 
factors influencing the acceptance of generative 
AI, we have developed and cited a scale that 
reflects this. Responses to all items in this study 
were measured on a five-point Likert scale ranging 
from “strongly disagree” (1) to “strongly agree” (5) 
(M = 3.24, SD = .81).

Effort Expectancy
Effort expectancy was based on the scales 
developed by Venkatesh et al. (2003, 2012) and 
Strzelecki (2024). A total of four items were 
measured. Each item was rated on 5-point Likert 
scale ranging from “strongly disagree” (1) to 
“strongly agree” (5) (M = 3.54, SD = .73).

Performance Expectancy
Performance expectancy was a three-item scale 
adapted from Venkatesh et al. (2003, 2012) 

and Strzelecki (2024). All items were rated on 
a 5-point Likert scale ranging from “strongly 
disagree” (1) to “strongly agree” (5) (M = 3.67, SD 
= .67).

AI Trust
To measure AI trust, we used the “Functional 
Trust Scale” developed by Choung et al. (2022) to 
assess five items. Each item was rated on a 5-point 
Likert scale ranging from “strongly disagree” (1) to 
“strongly agree” (5) (M = 3.40, SD = .75).

Emotion
To measure emotions, we adapted the semantic 
differential scale developed by Lin et al. (2020) 
and assessed three items: “hopeless–hopeful,” 
“dissatisfied–satisfied,” and “annoyed–pleasant,” 
rated on a 5-point scale (M = 3.52, SD = .69).

Intention to Use
For intention to use, three items were constructed 
based on the scale developed by Venkatesh et al. 
(2003, 2012). Each item was rated on a 5-point 
Likert scale ranging from “strongly disagree” (1) to 
“strongly agree” (5) (M = 3.53, SD = .72).

RESULTS

Measurement Models: Confirmatory 
Factor Analysis (CFA) and Validity Test

This study employed structural equation modeling 
(SEM) to evaluate the research model and 
hypotheses, following the two-step approach 
proposed by Anderson and Gerbing (1988). 
Initially, a confirmatory factor analysis was 
carried out using RStudio to determine whether 
the variables of the aforementioned measures 
accurately represented each construct. The 
standardized estimate, composite reliability 
(C.R.), and average variance extracted (AVE) 
for each observational variable, confirming the 
validity of the constructs are shown in Table 1.
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The confirmatory factor analysis showed that 
the overall goodness-of-fit of the measurement 
model was good, and the 23 measurements for 
the six constructs had high standardized estimates 
of at least .645 (EM3). Adequate measurement of 
the constructs should manifest convergent validity 
between the measurements and the constructs, as 
well as discriminant validity among the different 
constructs.

Three criteria were applied to determine the 
convergent validity of the measurement model, 
as suggested by Fornell and Larcker (1981). First, 
the average variance extracted (AVE), which 
represents the amount of variance explained by 

the observed variables for the latent variables 
in each construct, should be greater than .5; 
second, the composite reliabilities (C.R.) for each 
construct, which measure the internal consistency 
of the data collected, should exceed .7; and third, 
the standardized estimate for all items should be 
greater than .5.

When examining the convergent validity of 
the confirmatory factor analysis according to 
this criterion, the standardized estimates, which 
represent the explanatory power of each observed 
variable on the constructs, exceeded the minimum 
required value of .5 for all items. The AVE values 
for the constructs all surpassed the required 

Table 1. Results of Confirmatory Factor Analysis (CFA) and Validity Test

Construct Measurement S.E Standardized
Estimate

Composite
Reliability AVE

Social
Influence

SI1 .781

.884 .602
SI2 .059 .794
SI3 .062 .851
SI4 .073 .718
SI5 .072 .742

Effort
Expectancy

EF1 .740

.841 .566
EF2 .075 .749
EF3 .066 .752
EF4 .069 .770

Performance
Expectancy

PE1 .917
.827 .622PE2 .063 .742

PE3 .061 .734

AI Trust

FT1 .725

.857 .542
FT2 .087 .749
FT3 .097 .738
FT4 .086 .785
FT5 .089 .690

Emotion
EM1 .703

.757 .515EM2 1.129 .785
EM3 .099 .645

Intention
to Use

IU1 .710
.771 .524IU2 .079 .756

IU3 .092 .710

Note. Goodness-of-Fit: CMIN/dF (N = 350) = 1.538, p <.001, RMSEA = .052, NFI = .901, TLI = .939, IFI = .949, 

CFI = .948, SRMR = .047
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minimum of .5. The composite reliabilities of the 
six constructs were all above .7, with a minimum 
value of .757, indicating that convergent validity is 
secured. 

Meanwhile, the discriminant validity of the 
measurement model can be deemed valid when 
the average variance extracted (AVE) value found 
in convergent validity is greater than the square of 
the correlation coefficient between two different 
constructs (AVE > φ²). As shown in Table 2, 
the square root of the AVE is larger than the 
correlation coefficients between each construct. 
Therefore, the constructs used in this study can be 
considered distinct concepts.

Based on the data above, the goodness-of-fit 

of the measurement model is good, and a total 
of 23 observed variables strongly explain the six 
constructs, indicating that the constructs are 
clearly distinguishable from each other.

Structural Model Path Analysis

Based on the results of the measurement model’s 
validity, a path analysis of the structural model 
was conducted to test the research model and 
hypotheses. First, the model fit of the collected 
data was generally good (CMN/dF (N = 350) = 
2.444, p < .001, TLI = .909, CFI = .920, RMSEA 
= .064, SRMR = .078). Accordingly, the results of 
the path analysis regarding the primary influence 

Table 2. Discriminant Validity Correlation Matrix

Construct Social 
Influence

Effort 
Expectancy

Performance 
Expectancy AI Trust Emotion Intention 

to Use

Social Influence .776

Effort Expectancy .630 .752

Performance Expectancy .502 .679 .789

AI Trust .467 .612 .595 .736

Emotion .348 .436 .487 .530 .717

Intention to Use .596 .718 .721 .654 .507 .724

Note. The diagonal axis is the square root of the Average Variance Extracted (AVE).

Figure 2. Results of Structural Model Path Analysis

Note 1. Coefficients are standardized regression weights. 

Note 2. CMIN/dF (N = 350) = 2.444, p < .001, TLI = .909, CFI = .920, RMSEA = .064, SRMR = .078
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of the social influence variable on the use of 
generative AI are presented in Figure 2.

The analysis along each path in the model shows 
that social influence on generative AI users has a 
strong influence on the users’ effort expectancy 
(H1: β = .648, p < .001). Social influence also 
greatly affects users’ trust in AI (H3: β = .500, p < 
.001). However, the influence of social influence 
on users’ performance expectancy (H2) is not 
significant (p > .05).

We also found that generative AI users’ effort 
expectancy (H4: β = .473, p < .001) and AI trust 
(H5: β = .323, p < .001) significantly influence 
performance expectancy. The influence of 
effort expectancy on performance expectancy 
aligns with findings from previous technology 
acceptance studies. When users perceive AI as 
easy to use, they are more likely to believe that it 
will enhance their job performance. Furthermore, 
the more users trust AI, the higher their 
expectations of AI’s performance are likely to be.

Additionally, the influences of effort expectancy 
(H6: β = .336, p < .01), performance expectancy 
(H7: β = .278, p < .01), and AI trust (H8: β = 
.384, p < .001) on generative AI users’ emotions 
were all found to be significant.

Finally, we examined the influence of users’ 
emotions on their intention to use generative AI. 
The results show that positive emotions strongly 

influence the intention to use generative AI (H9: 
β = .754, p < .001). Additionally, the research 
model validated in this study was found to be able 
to predict the intention to use generative AI in 
approximately 56.7% of cases (R² = .567), based 
on the squared multiple correlation (SMC) value.

The hypothesis testing results of the model 
are confirmed in Table 3. All paths, except for 
the influence of the social influence variable on 
performance expectancy, were positive, suggesting 
that the cascade of cognitive appraisal triggered 
by the social influence variable in the use of 
generative AI can be discussed as a significant 
technology acceptance process.

In addition to the direct influences presented 
through hypothesis testing, the indirect influences 
of the variables were analyzed. The indirect 
influences of social influence, trust, and other 
determinants of intention to use are detailed 
in Table 4. The significance test for the indirect 
influences was conducted based on bootstrapping 
with 5,000 samples.

The results of the analysis indicate that 
while social influence does not directly affect 
performance expectancy, it likely has an indirect 
effect on performance expectancy (.393***) 
through effort expectancy and AI trust. It also 
tends to have an indirect effect on emotion 
(.340***) and intention to use (.469*). Effort 

Table 3. Hypothesis Testing Results
Path Estimate Z-value p Result

H1 Social Influence → Effort Expectancy .648 8.253 *** Accepted
H2 Social Influence → Performance Expectancy .064 .610 .542 Rejected
H3 Social Influence → AI Trust .500 6.111 *** Accepted
H4 Effort Expectancy → Performance Expectancy .473 5.609 *** Accepted
H5 AI Trust → Performance Expectancy .323 4.676 *** Accepted
H6 Effort Expectancy → Emotion .336 3.000 ** Accepted
H7 Performance Expectancy → Emotion .278 3.097 ** Accepted
H8 AI Trust → Emotion .384 4.378 *** Accepted
H9 Emotion → Intention to Use .753 7.017 *** Accepted

Note. Estimate = Standardized regression weights. 

**p < .01, ***p < .001
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expectancy has an indirect effect on emotion 
(.114**) but does not show a statistically 
significant indirect effect on intention to use. AI 
trust has an indirect effect on emotion (.073*) 
and intention to use (.309**), while performance 
expectancy has an indirect effect on intention to 
use (.210*).

The primary objective of this research model is 
to identify the factors that explain the intention 
to use. The results show that emotion (.753***), 
with a direct influence on intention to use, has the 
strongest effect. According to Cognitive Appraisal 
Theory, while emotion has the greatest influence 
on intention to use, social influence also plays a 
notable indirect role in shaping intention to use 
through the cognitive appraisal-emotion stage 
(.469*). This positions social influence at the 
outset of the development process in each stage 
of the research model and has the largest indirect 
influence on the ultimate goal of intention to use.

A key observation is that social influence has an 
indirect effect on performance expectancy. Social 
influence contributes to performance expectancy 
(.393***) through the mediating effects of trust 
(.135***) and effort expectancy (.258***). These 
findings suggest that while social influence does 
not directly determine intention to use through 
performance expectancy, its indirect effects via 
effort expectancy and trust play a role in shaping 
intention to use.

DISCUSSION

This study, based on Cognitive Appraisal Theory, 
proposes an acceptance model focused on 
generative AI with the goal of explaining the 
cascading decision-making process triggered by 
social influence factors in individuals’ acceptance 
of AI technology. We analyzed the structural 
relationships affecting the intention to use 
generative AI, focusing on the key variables of 
“social influence,” “performance expectancy,” 
“effort expectancy,” “trust,” and “emotion”, which 
are commonly featured in technology acceptance 
studies such as the UTAUT model.

The results indicated that all nine hypotheses, 
except for the relationship between social 
influence and performance expectancy, had a 
significant positive effect. These findings not only 
support those of previous studies but also confirm 
the role of social influence in the process of new 
technology acceptance, particularly in today’s 
highly interactive media environment.

The Impact of Social Influence

Considering that social influence variables are 
becoming increasingly important in maintaining 
relationships with others as the influence of 
SNS continues to grow (Lim & Kim, 2018), it is 
noteworthy that the causal relationship between 
variables reflecting this phenomenon was found 
to be significant. This finding indicates that the 

Table 4. Results of the Indirect Influence Analysis between Variables
Social

Influence
Effort

Expectancy AI Trust Performance 
Expectancy

Performance Expectancy .393***

Emotion .340*** .114** .073*

Intention to Use .469* .219n.s. .309** .210*

Note 1. Significance tested by bootstrapping (5,000 samples). 

Note 2. The variables that are influenced by the horizontal, and the variables that are influenced by the vertical. 

*p < .05, **p < .01, ***p < .001, n.s. not significant.
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selection of new and previously unexplored 
technologies, such as generative AI, is strongly 
influenced by the initial impact of extended 
reference groups on social media. The accelerated 
diffusion of new technologies as they emerge 
can be explained by the fact that individuals are 
more likely to comply with and internalize the 
experiences and recommendations of those with 
a strong reputation for the technology, rather than 
experimenting with it themselves and evaluating 
the benefits on their own.

One study (Kim et al., 2021) found that users 
are skeptical about accepting AI-generated 
recommendations due to concerns about the 
potential misuse of generative AI and social 
bias, suggesting that the ethical discourse 
surrounding AI can influence users’ decisions. 
Additionally, widespread concerns about AI, 
such as bias and instability, lack of transparency, 
and job displacement, are considered factors that 
undermine trust in these systems (Chakravorti, 
2024). Nevertheless, the findings of this study 
show that greater social influence is associated 
with higher trust in AI. The social influence factor 
not only increases trust in generative AI but also 
helps individuals become more comfortable and 
accepting of generative AI.

On the other hand, Hypothesis 2, which 
proposed that social influence would positively 
influence performance expectancy, was not 
supported. This indicates that even if social 
influence is high, it does not necessarily lead to 
the expectation that AI will enhance individual 
performance. The evaluation of a new technology’s 
usefulness is more likely to be determined by an 
individual’s cognitive assessment rather than by 
social influence, demonstrating that performance 
expectancy tends to form as a post-experience 
evaluation rather than as an a priori expectation. 
Therefore, while social influence increases trust in 
AI and helps users positively assess its usability, the 
judgment of AI’s usefulness is more significantly 
shaped by an individual’s experiential evaluation, 
distinguishing this study from previous research.

These findings suggest that social influence is 
a key facilitator in AI adoption, but it does not 
directly shape all stages of the evaluation process. 
For AI technologies to spread rapidly, it is crucial 
to establish an environment in which users can 
trust the technology and access it easily, even 
without direct experience. This implies the need 
to consider social recommendation systems and 
trust-centered AI service design strategies.

Stepwise Causality in a Model based on 
Cognitive Appraisal Theory

The social influence variable has been treated 
as an antecedent factor explaining behavioral 
intention alongside performance expectancy and 
effort expectancy in the technology adoption 
process (Venkatesh et al., 2003, 2012). However, 
in this study, we tested whether “social influence” 
triggers the intention to use through the process 
of cognitive, motivational, and emotional 
evaluation of individuals through a model based 
on Cognitive Appraisal Theory. Instead of 
evaluating all antecedents as independent factors, 
we delineated the sequence of occurrences 
according to the characteristics of the factors 
affecting the intention to use, explaining the chain 
of decision-making mechanisms of individuals 
adopting AI.

According to Cognitive Appraisal Theory, 
stimuli that are not relevant to the user do not 
trigger evaluation or emotions (Lazarus, 1991a, 
1991b, 1991c). This study hypothesizes that users 
assess the relevance of AI usage to themselves 
through social influence. If AI is perceived to have 
a positive impact on an individual’s values or belief 
system, the likelihood of trusting AI increases, 
which subsequently leads to an evaluation of its 
ease of use and usefulness (Chin et al., 2009). In 
other words, the more users perceive AI as easy 
to use, trustworthy, and beneficial for their work 
performance, the more likely they are to develop 
positive emotions, which in turn result in AI 
adoption behavior (Gursoy et al., 2019; Lim & 
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Kim, 2019).
In the Technology Acceptance Model (TAM) 

and the Unified Theory of Acceptance and Use of 
Technology (UTAUT), attitude is considered a 
factor influencing behavioral intention; however, 
attitude is a concept that combines cognitive 
evaluation and emotional response (Venkatesh 
et al., 2003). In contrast, this study, grounded 
in Cognitive Appraisal Theory, explains the 
sequential process whereby users first recognize 
AI as easy to use, useful, and trustworthy through 
social influence, and subsequently develop 
emotional responses.

In summary, regarding the adoption of new 
technologies, we now live in a world in which 
individuals are exposed to social evaluations 
of the technology before they actually use it 
and determine its usefulness and ease of use. 
Users’ cognitive evaluation enhances positive 
emotions toward the technology. Therefore, 
practitioners seeking to promote the diffusion of 
new technologies should focus their efforts on 
stimulating the cognitive domain of technology 
perception. A significant portion of this effort can 
be effectively driven by individuals with a strong 
reputation for their expertise in the technology. 
These findings are crucial for the acceptance of 
new technologies and could lead to more diverse 
and improved policy and industry strategies.

Ethical Issues and Trust in AI

Ethical discourse surrounding AI can influence 
users’ choices regarding AI adoption. Trust is the 
process of building interdependence between 
communicating parties while overcoming risk. 
In this context, trust can be categorized as either 
human or mechanical (Choung et al., 2022). In 
this study, both human trust and mechanical trust 
were tested, but human trust was not validated 
in the confirmatory factor analysis. This suggests 
that participants did not perceive AI as human or 
encountered problems that made it difficult for 
users to distinguish it from other latent variables.

Ultimately, trust in technology and systems 
is qualitatively distinct from trust in people. 
Humans are moral agents, but it is difficult to 
assign a moral agent role to technology. Based on 
previous research, we measured trust in relation 
to functionality and expertise dependency 
at a technical level. We found that trust in AI 
functionality had a significant direct (.384***) 
and indirect (.073*) influence on positive feelings 
towards generative AI. W hen determining 
intentions to use AI, trust in the functionality of 
the AI system emerges as an important factor in 
shaping perceptions of its ethical aspects. This 
suggests that the system is perceived as sufficiently 
expert to be trusted and relied upon. The more 
positive the user’s experience of being informed 
and influenced by someone with a technical 
reputation for AI, the higher the level of trust in 
AI. A higher level of trust in AI leads to greater 
performance expectations and stronger positive 
emotions.

The total influence of AI trust and effort 
expectancy on emotions appears to be similar in 
magnitude, but the indirect influence of effort 
expectancy on intention to use is not significant, 
indicating that the influence of AI trust on 
intention to use is stronger. If we disregard the 
direct influence of emotion on intention to use, 
we observe that social influence plays an initial 
role, followed by trust in AI. These results suggest 
that trust in AI is as crucial a factor in AI adoption 
as its usability.

Research Achievements and Limitations

In current communication research, there is no 
consensus on which theoretical framework best 
reflects the reality of how people understand 
and adopt AI (Lee, 2020). While generative AI 
has shown promising results in productivity and 
creativity, we do not know how users’ psychological 
decision-making mechanisms operate during the 
diffusion of the technology. This study proposed 
that the rapid diffusion of generative AI reflected 
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the receptive characteristics of users driven by 
social influences. Furthermore, by modeling these 
characteristics based on usability and functional 
trust, it provided a foundational framework for 
communication AI research.

The significant role of social influence has been 
well-documented in prior research on AI and 
the adoption of new technologies. However, this 
study empirically confirms that social influence is 
not merely a factor affecting intention to use but 
serves as a key variable that shapes AI trust and 
mediates performance expectancy. In particular, 
social influence plays the most significant role in 
shaping trust. Even when cognitive appraisals of 
AI are unstable due to ethical concerns, positive 
evaluations from peers, prominent figures, or 
influencers can enhance users’ trust in AI. When 
trust increases through social influence, users are 
more likely to positively assess AI’s performance. 
Ultimately, social influence has the strongest 
indirect effect on the final goal of intention to use 
and serves not merely as an external factor but as 
a crucial starting point in the process of building 
trust in new technologies.

The decisive role of social influence was made 
evident through the use of a stepwise framework 
aimed at understanding the relationships 
between variables, rather than focusing solely 
on their direct impact on intention to use, as 
seen in UTAUT. Research on UTAUT suggests 
examining the multi-stage relationships within 
technology acceptance (Venkatesh et al., 2012), 
and this study represents a response to that 
proposal.

As social networking services (SNS) continue 
to expand, the importance of social influence 
in maintaining relationships with others has 
grown significantly. Social influence now 
encompasses relationships formed through SNS. 
Accordingly, this study redefined the concept of 
social influence beyond the existing frameworks 
of subjective norms and injunctive norms, 
expanding it to include social media networks 
and online influencers. Users tend to rely on the 

decisions of others when adopting new services 
(Bhattacharyya et al., 2022), and this tendency 
may be even more pronounced in the case of 
emerging technologies such as AI. This study 
not only empirically identified the sequential 
relationship through which social influence 
affects AI adoption via trust but also validated the 
reliability and validity of the expanded concept of 
social influence in AI adoption. This contribution 
is particularly significant as it proposes an 
adoption model that reflects the social influence 
of digital networks in the diffusion of new 
technologies.

Nevertheless, this study has several limitations. 
First, the survey was limited to people who already 
had experience using generative AI, which may 
not allow for a comprehensive understanding 
in various contexts. In particular, given that the 
majority of generative AI users during the survey 
period were concentrated in relatively younger age 
groups, there may be limitations in generalizing 
the findings to older adults or individuals with 
lower digital literacy. Considering the influence 
and rapid spread of generative AI, it is reasonable 
to predict that the user demographics will expand 
to a broader age range. Therefore, future research 
should expand its focus to include older adults as 
generative AI users and comprehensively consider 
factors such as the reasons for non-adoption of 
generative AI. It is also necessary to discuss the 
barriers to generative AI technology adoption and 
strategies to address them.

Second, this study focused on the early stages 
of generative AI technology acceptance and 
examined the role of social influence. According 
to previous research (Venkatesh & Davis, 2000), 
the influence of reference groups may diminish 
over time. As individuals accumulate experience, 
they increasingly rely on their own judgment 
of usability to make decisions. This study has a 
limitation in that it assessed the magnitude of 
social influence based on its effect at the time of 
the study, rather than evaluating it according to 
the users’ level of experience. This limitation could 
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be addressed in future research by conducting 
longitudinal studies that more precisely measure 
how social influence evolves over time. 

Third, this study focuses on exploring the impact 
of positive social influence on the adoption of 
generative AI, building on the fact that numerous 
prior studies have addressed social influence in 
a favorable context (Park et al., 2023; Venkatesh 
et al., 2003). This aligns with existing research 
suggesting that positive social influence 
strengthens the intention to adopt technology 
through the mediating roles of trust in technology 
and cognitive appraisal (Chin et al., 2009; Lu et al., 
2019). However, it is necessary to acknowledge 
the potential downsides of social influence that 
may exist beneath the surface of these discussions. 
Social influence does not always operate 
positively; in some cases, it may hinder technology 
adoption. This study identifies a limitation in not 
fully capturing these potential adverse effects 
and the complexities of technology adoption. 
Therefore, future research should analyze the 
interplay between positive and negative social 
influences in the AI adoption process. By doing 
so, it will be possible to explore the mechanisms of 
technology acceptance in a more comprehensive 
manner, accounting for diverse contexts and 
environments.
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Appendix

Survey Items

Construct Item Items Mean St.dev. Adapted from

Social
Influence

SI1 Others I know expect that people like me should use 
generative AI 3.32 0.95

Bhatt (2022), 
Lu et al. (2019), 
Gursoy et al. 
(2019), 
Bhattacharyya et 
al. (2022) 

SI2 People who influence my behavior would want me to 
utilize generative AI 3.24 0.99

SI3 People who are important to me would encourage me to 
use generative AI 3.23 0.94

SI4
I get influenced to use generative AI when 
recommended by Influencers such as bloggers and 
critics

3.25 1.02

SI5 People in my social networks who would utilize 
generative AI have more prestige than those who don’t 3.14 1.02

Effort
Expectancy

EF1 My interaction with generative AI is clear and 
understandable 3.49 0.89

Venkatesh et al. 
(2003, 2012),  
Strzelecki (2024)

EF2 It is easy for me to become skillful at using generative AI 3.51 0.94

EF3 Learning how to use generative AI is generally easy for 
me 3.57 0.84

EF4 I find generative AI easy to use 3.58 0.87

Performance
Expectancy

PE1 I believe that generative AI is useful in my work (tasks 
and assignments) 3.61 0.68

Venkatesh et al. 
(2003, 2012),  
Strzelecki (2024)

PE2 Using generative AI helps me get tasks and projects 
done faster in my work 3.69 0.82

PE3 Using generative AI increases my productivity in my 
work 3.71 0.81

AI Trust

FT1 Generative AI technologies work well 3.46 0.96

Choung et al. 
(2022)

FT2 Generative AI has the features necessary to complete 
key tasks 3.48 0.91

FT3 Generative AI is competent in my area of expertise 3.54 0.93
FT4 Generative AI is reliable 3.27 0.92
FT5 Generative AI is dependable 3.20 0.99

Emotion
EM1 Despairing – Hopeful 3.53 0.84

Lin et al. (2020)EM2 Unsatisfied – Satisfied 3.56 0.88
EM3 Annoyed – Pleased 3.46 0.81

Intention
to Use

IU1 I will always try to use generative AI in my daily life 3.48 0.89
Venkatesh et al. 
(2003, 2012)IU2 I intend to continue using generative AI in the future 3.56 0.82

IU3 I plan to continue to use generative AI frequently 3.54 0.90
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