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Artificial intelligence (AI) is inching closer to our daily lives via 
technologies such as voice assistants (e.g., Siri, Google Assistant) 

and AI agents (e.g., Amazon Eco, Google Home, Apple Homepod). 
About 50% of U.S. consumers use voice search assisted by AI daily 
(Yancey, 2022). According to Cognitive Market Research (2024), 
From 2023 to 2030, the global AI speaker market is expected to expand 
at a compound annual growth rate of 26.50% from a value of USD 
5812.5 million in 2023. In particular, AI agents enable individuals to do 
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a wide range of daily activities, including listening 
to music, setting alarms, discovering recipes, 
managing smart home devices, making phone 
calls, and so on (CBS News, 2018; Hunter, 2022).

AI agents enhance user experience and 
convenience, allowing people to access and use 
technologies more interactively and coordinately 
(Katz, 2024; Sundar, 2020). However, concerns 
have simultaneously emerged about the massive 
but inconspicuous collection of personal 
information through human-AI interactions. 
Manheim and Kaplan (2019) warn that while 
AI tools provide convenience and benefits, 
they serve as “the engine behind Big Data 
Analytics and the Internet of Things,” which is 
designed to “capture personal information, create 
detailed behavioral profiles, and sell us goods 
and agendas” (p. 120). Consequently, “privacy, 
anonymity, and autonomy are the main casualties 
of AI’s ability to manipulate choices in economic 
and political decisions” (Manheim & Kaplan, 
2019, p. 108). 

Prior research on human-to-AI interactions has 
dedicated considerable attention to user privacy 
concerns (Dubois et al., 2020; Lau et al., 2018; 
Liao et al., 2019; Lutz & Newlands, 2021). These 
studies provide insights into user perceptions of 
AI agents and their privacy protection behaviors 
toward AI agents and other non-embodied 
virtual personal assistants (Guzman, 2019; 
Hermann, 2022; Lutz & Newlands, 2021). Lutz 
and Newlands (2021) suggest types of privacy 
concerns related to AI agents (e.g., social privacy, 
institutional privacy) and their influence on 
privacy protection behaviors (e.g., technical 
protection, data protection, social protection). 
Prior findings have predominantly focused on 
dispositional or contextual elements related to 
user privacy behaviors (e.g., AI-related trust and 
efficacy, previous experience, etc.). 

However, two research voids exist concerning 
privacy-related behaviors. First, little attention has 
been given to how users interact with AI agents 
and disclose themselves to the machines. Recent 

studies (Ho et al., 2018; Meng & Dai, 2021) 
imply that the types of conversation users engage 
in influence their mental states and behaviors 
toward their counterparts. For instance, Meng 
and Dai (2021) showed that emotional support 
from a conversational partner (e.g., chatbot) 
could effectively reduce users’ stress and worry, 
which likely affects user privacy-related behaviors 
(Sprecher & Hendrick, 2004). Therefore, the 
present study aims to examine the effect of 
different conversation types that users have with 
AI agents on the users’ cognition (e.g., AI privacy 
insensitivity) and behaviors (e.g., self-disclosure).

Second, the distinctive attributes that AI 
agents possess in contrast to alternative media 
platforms have been overlooked. These qualities 
include human-like speech and interaction, and 
emotional sensing capabilities, which are referred 
to as anthropomorphism characteristics (e.g., 
Kim & Im, 2023). Users interact with AI agents 
through voice-based assistant systems (i.e., Alexa, 
Siri, Kim & Im, 2023; Pradhan et al., 2019), 
which simulates interaction patterns akin to 
those with human partners (Meng & Dai, 2021; 
Peter & Kühne, 2018). Previous studies (e.g., 
Cyr et al., 2009) have demonstrated that users 
are more receptive to machines with human-like 
characteristics. This suggests that AI agents with 
greater anthropomorphism would affect users’ 
perceptions of AI agents by interplaying with 
the types of conversation, generating different 
cognitive and behavioral outcomes related to 
privacy.

Therefore, this study aims to investigate 
the interplay of the two factors, user-initiated 
conversation patterns with an AI agent and 
attitudes toward the machine (i.e., perceived 
humanness and intimacy), which impact 
users’ privacy perceptions and interactions 
with the AI agent. The research is expected 
to address a knowledge deficit in the existing 
literature concerning human-to-AI interactions. 
Furthermore, the results of this research will help 
professionals in the AI sector understand crucial 
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factors that impact users’ openness and reduce 
psychological resistance while using AI agents.

Self-disclosure and Privacy Insensitivity 
with AI Agents

Self-disclosure refers to communication in which 
individuals reveal themselves to others during an 
interaction (Green et al., 2006). The information 
shown may be descriptive or evaluative, 
involving thoughts, feelings, preferences, and 
goals (Ignatius & Kokkonen, 2007). In light of 
the general definition, this study conceives self-
disclosure in this context as a user revealing 
personal and private information through a 
transaction between the user and an AI agent. 
Research on self-disclosure with communication 
technologies suggests that disclosing oneself has 
psychological and relational benefits (Ho et al., 
2018). Interacting with technology, particularly 
AI agents, would inevitably lead users to disclose 
personal information to the device, including 
taste, preference, lifestyle, and even emotional 
state. The reason for this, at least in part, is that, 
unlike other digital devices, AI agents give users 
an impression of a virtual human as the users use 
the machine by speaking as if they are conversing 
with someone. Once activated by command 
words (e.g., “Hey Google” or “Alexa”), agents act 
like intelligent experts who have answers to all the 
questions that users have. Further, the machines 
may also be viewed as non-judgmental, objective 
conversation agents as AI agents neither make 
judgments and opinions about users nor have 
motivations driven by self-interest (Lucas et al., 
2014). All they do appears to respond to and assist 
the users. In this sense, AI agents could be trusted 
more than human partners. As suggested by the 
notion of computers-are-social-actors (CASA; 
Nass & Moon, 2000; Reeves & Nass, 1996), 
the enhanced human-to-machine interaction 
enables AI-operating assistive technologies to be 
anthropomorphized, leading users to socialize 
with and perceive the devices as social actors 

(Gambino et al., 2020). The anthropocentric 
approach prioritizes the consideration of humans. 
In the context of AI agents, this translates to a 
focus on the design and functionality of AI agents 
that align with human needs and behaviors. The 
anthropomorphism of AI agents and the influence 
of human-centered factors on user interactions 
with AI agents may lead to a lack of privacy 
awareness (Hermann, 2022; Kim & Im, 2023). 

Meanwhile, AI devices powered by machine 
learning generally require massive data collection 
from users to improve the performance and 
service provided by the devices (Alpaydin, 2020). 
Given how AI devices function, privacy naturally 
becomes an issue for users (Cheng & Jiang, 
2020). Research about privacy in the context of 
online and intelligent media points to specific 
mechanisms through which individuals become 
insensitive to their privacy, such as privacy fatigue 
causing emotional exhaustion and cynicism about 
privacy (Choi et al., 2018; Hinds et al., 2020) and 
privacy paradox leading to continued voluntary 
disclosure of personal information (Hallam & 
Zanella, 2017; Kokolakis, 2017). Despite the 
emergence of this phenomenon concerning 
media use, previous studies have failed to 
develop a concept that defines a state in which an 
individual is emotionally exhausted, skeptical, and 
eventually insensitive to privacy. While a wealth 
of research has studied privacy fatigue (Choi et 
al., 2018), privacy cynicism (Hoffmann et al., 
2016; Lutz et al., 2020), or privacy disengagement 
(Carver et al., 1989), previous researchers have 
mainly viewed each as a separate concept and 
rarely explored the links between them (Choi 
et al., 2018; Hopstaken et al., 2015). Choi et 
al. (2018) illustrated that individuals who have 
felt higher fatigue or cynicism about managing 
their privacy are likely to give up protecting or 
addressing privacy leaks (Choi et al., 2018). As 
such, previous studies have focused on identifying 
the relationship between each concept and 
privacy behaviors. It is still difficult to explain 
an individual’s status according to recent events 
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surrounding privacy only with each idea and their 
superficial relationship. 

Given that privacy problems such as Google 
Home – a security error in early 2020 – have 
been covered via mass media in recent years, 
individuals can be “desensitized” to privacy leaks 
or threats, which are considered “normal and 
acceptable parts of life” (J. Li et al., 2023). Further, 
in a situation where individuals cannot properly 
manage and protect their privacy, regardless of 
their capacity to defend it, they would feel tired of 
investing much effort into privacy management 
and even give up protecting privacy with higher 
disengagement (Corradini, 2020). Considering 
these, individuals could become numbed to 
privacy threats in both emotional (e.g., privacy 
fatigue) and behavioral (e.g., disengagement) 
ways while enjoying assorted benefits of AI agents 
functionally or emotionally. Although users often 
advocate the value of privacy and exhibit concerns 
about a potential breach of their privacy, they 
tend to be less active in taking precautions and 
actions to protect their privacy. This gap between 
concerns and behaviors, known as the “privacy 
paradox” (Brown, 2001; Hallam & Zanella, 
2017; Norberg et al., 2007; Sundar & Kim, 2019; 
Taddicken, 2014), speaks to the complicated 
nature of privacy when it comes to information 
and communication technologies. 

Putting these discussions together, this study 
suggests a concept of privacy insensitivity to 
capture such a state adequately, relating to the 
notion of “lack of privacy awareness,” guided 
by privacy paradox (Bartsch & Dienlin, 2016; 
Hoffmann et al., 2016) and privacy-related 
behavior literature (e.g., Lutz et al., 2020). 
More precisely, privacy insensitivity reflects 
an individual’s attitude to becoming numb 
toward privacy threats and feeling exhausted 
and disengaged from protecting their private 
information. In doing so, the current study can 
define AI privacy insensitivity as an individual’s 
attitude to being careless about privacy threats in 
emotional and behavioral ways while interacting 

with an AI agent. Therefore, even though third 
parties could potentially access the information, a 
user insensitive to privacy is not likely to seriously 
consider sharing his or her phone number, school 
address, or other sensitive information with AI 
agents.

Following the anthropocentric approach 
(Hermann, 2022; Kim & Im, 2023), this study 
goes beyond the general pattern of privacy 
insensitivity by focusing on how users interact 
with AI agents that become more human-like as 
the primary source of users’ privacy insensitivity. 
In other words, AI agents have reached a level of 
sophistication where they can emulate human 
behaviors and interactions, making it challenging 
for users to discern whether they are interacting 
with a machine or a human. Users may let their 
guard down and pay less attention to privacy, 
not recognizing the potential for data collection 
and surveillance. Prior research supports that 
AI agents can blur the line between humans and 
machines (Lutz & Tamò-Larrieux, 2018, 2020). 
Given the human-like qualities of AI agents 
and the anthropocentric approach is becoming 
commonplace, it is meaningful to examine how 
the way users interact with the AI agents has to do 
with how much attention they pay to privacy.      

Self-disclosure during User-AI Agent 
Interaction 

Users may feel comfortable disclosing privacy 
when using AI devices. Lucas et al. (2014) 
indicate that users tend to have less concern about 
their public image after exposing their inner selves 
to the machine. The perception among users that 
chatbots do not develop opinions on their own 
seems to diminish their reluctance to disclose 
personal information. The same can apply to 
AI agents that share similar characteristics of 
chatbots. AI agents are viewed as non-judgmental, 
just like chatbots, and their interaction with users 
is much more human-like. Chatbots are text-based 
conversational agents powered by automated 
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writing programs (Dörr, 2016). Similarly, AI 
agents are natural language processing (NLP) 
applications and, as such, are designed to work 
with and process textual data like chatbots. NLP, 
also known as text mining, can automatically 
process and analyze unstructured text, such as 
extracting information of interest and displaying it 
in a structured format suitable for computational 
analysis or applying transformations such as 
summary or translation to make text easier to 
digest to human readers (Chen et al., 2020). 

What makes the AI agents different from the 
chatbot is the inclusion of automatic speech 
recognition for input, which transforms 
spoken commands into textual data that can be 
processed by the NLP dialogue management 
system and text-to-speech synthesis for output, 
which transforms machine-generated textual 
data into spoken output (Gunkel, 2020). 
Therefore, AI agents equipped with the NLP and 
anthropomorphic features (e.g., a human-like 
name, informal language style; Ramadan et al., 
2022) could interpret users’ verbal expressions 
faster and more accurately and respond through 
computer-generated voices in a human-like way. 
Given the different forms of interaction, the user-
machine interaction for AI agents will resemble 
human-to-human conversation1 more closely and 
thus be richer. Technological advantages from AI 
agents may translate into increased user privacy 
disclosure during usage.          

Beyond this general expectation, the current 
study takes a step further, investigating a more 
nuanced possibility that the degree of self-
disclosure to and privacy insensitivity toward 
AI agents would differ depending on different 
types of user-to-AI interactions. Interactions held 
between AI agents and users can be categorized 
into two main types: functional and emotional 
conversations (Lee & Kim, 2019; Lopatovska 

et al., 2019; Sundar et al., 2024). A functional 
conversation is a form of dialogue that allows 
users to operate assorted functions or specific 
tasks mounted on the agents. For example, 
through functional conversations, AI agent users 
usually perform tasks linked to some level of 
human intelligence (Broussard, 2018) when 
they need to listen to music, set alarms, check 
weather information, or navigate their destination. 
By contrast, an emotional conversation occurs 
when users simply like to communicate with 
the agents. Users turn to an AI agent and use its 
communication and empathy/responsiveness 
functions depending on their situation, mood, 
or emotional state. During the emotional 
conversation, the AI agent is likely treated as a 
conversation partner (Gehl & Bakardjieva, 2017). 
An emotional conversation may not be what AI 
agents are initially designed for, but it shows a 
possibility to go beyond the common definition 
of AI (Guzman & Lewis, 2020), which focuses 
on the pragmatic and task-oriented aims of the 
technology. Although not an AI agent, Replika, a 
personal chatbot developed by Eugenia Kuyda, 
was designed to serve as a friend to users, i.e., 
“digital companion with whom to celebrate 
victories, lament failures, and trade weird Internet 
memes” (Pardes, 2018). This emotional bot 
implies that there could be a user’s need to have a 
caring chatbot capable of chatting or talking more 
in the emotional domain, just beyond completing 
asked tasks. Indeed, a report revealed that people 
have emotional conversations such as “I am tired” 
or “How are you feeling” with AI agents (Kang, 
2019).

A primary feature of emotional conversation 
with AI agents, as opposed to functional 
conversation, is that it allows users to express and 
deal with their emotions at the time. Psychological 
and emotional bonding (i.e., attachment) can 

1  In general, a conversation can be thought of as a more informal exchange of ideas, while a dialog tends to be more structured 
and focused on a specific outcome. Since communication with AI agents is an informal case, this study defines communication 
between AI agents and users as ‘conversation.’
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even take the form of companionship, (perceived) 
friendship, or love (e.g., Hernandez-Ortega & 
Ferreira, 2021; Ki et al., 2020; Ramadan et al., 
2022). As such, research has long suggested that 
expressing emotions has various positive effects 
(Pennebaker, 1997). If individuals share their 
emotions, especially negative ones, with others, 
they can relieve the distress of negative feelings 
(Meng & Dai, 2021; Pennebaker, 1997). Given 
the benefits of sharing emotions, individuals feel 
inclined to disclose their positive or negative 
emotions to someone around them (Laurenceau 
et al., 1998; Meng & Dai, 2021). Users are aware 
that an AI agent they have is readily available to 
listen to and respond to whatever they say to the 
conversational agent. Emotional conversation 
with AI agents is thus likely to occur, especially 
when users feel they need to vent their emotions 
but their AI agent is the only appropriate partner 
to speak with about the emotions at the moment. 
Once started, the emotional conversation is 
expected to contain more personal and private 
information about the user than functional 
conversation (Sprecher & Hendrick, 2004).  

Ta ken  toget h er,  A I  agent s ’  en han ced 
interactivity mimicking human-to-human 
conversation would likely lead users to engage 
with the device and behave during the interaction. 
As the notion of CASA (Reeves & Nass, 
1996) suggests, such user-to-AI interaction 
likely encourages users to disclose themselves 
to the machine as naturally as they do with 
human partners (Ho et al., 2018). Thus, this 
study expects that interacting with AI agents in 
general (functional and emotional conversations 
alike) increases self-disclosure and privacy 
insensitivity toward the AI agents. However, 
given the distinctive characteristics of two types 
of conversation (functional versus emotional), 
this study expects more self-disclosure and 
privacy insensitivity by users during emotional 
conversation. Our expectations are summarized 
in the following hypotheses: H1: Functional 
conversation with an AI agent will be significantly 

associated with users’ a) self-disclosure to the 
device and b) AI privacy insensitivity even 
after controlling for emotional conversation; 
H2: Emotional conversation with an AI agent 
will be significantly associated with users’ a) 
self-disclosure to the device and b) AI privacy 
insensitivity even after controlling for functional 
conversation; H3: Emotional conversation with 
an AI agent will be more strongly associated 
with users’ self-disclosure to the device and b) AI 
privacy insensitivity than functional conversation.

Moderation Effects by Perceived 
Humanness and Intimacy

Anthropomorphism, defined as “the assignment 
of human traits or qualities such as mental 
abilities” (Kennedy, 1992, p. 3), provides 
a unif y ing framework for understanding 
the diverse manifestations of attributing 
human characteristics to non-human entities. 
Nowak and Biocca (2003) further describe 
anthropomorphism as determining others’ 
humanity, intelligence, and social potential. Under 
this umbrella concept, perceived humanness has 
been conceptualized as an individual’s perception 
of how much technology has a human form or 
characteristics (Lankton et al., 2015). In line 
with this, the current study defines perceived 
humanness as the extent to which individuals 
perceive AI agents as human-like, with the 
perception being a product of the interplay 
between user psychology and technological 
attributes. 

Social presence theory and social response 
theory can explain the influence of technological 
attributes on perceived humanness. Social 
presence theory posits that characteristics of a 
technology influence whether it is perceived 
as being more sociable and personal (Short et 
al., 1976), with the salience of “social presence” 
shaping how individuals use or connect with 
the technology. Similarly, social response theory 
suggests that individuals tend to “socially” respond 
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to technology with high social presence as though 
it were human (Gefen & Straub, 1997; Nass et 
al., 1994). Guzman and Lewis (2020) note that 
human-like cues within technology elicit social 
responses from users even when the users are not 
confused to believe the technology is a human 
counterpart.

When viewed from this perspective, AI agents 
possess various features that translate into social 
presence, leading users to perceive them as 
human-like. For example, AI agents take turns 
conversing with a voice similar to a human 
voice, and using gender as anthropomorphic 
cues on AI agents contributes to humanoid 
embodiment (Eyssel & Hegel, 2012). The 
interactivity may increase user perception of 
social presence, predisposing users to personify 
AI agents (Purington et al., 2017). As interfaces 
increasingly mimic human traits, they facilitate 
more natural social responses from users (Nass 
& Moon, 2000). The increasing prevalence of 
anthropomorphic design in technology indicates 
a shift in social dynamics, with the social etiquette 
and behavioral norms typically observed in 
human-to-human interactions now being applied 
to human-computer relationships.

This shift  in social dynamics can have 
significant implications for user behavior during 
interactions with AI agents, particularly in the 
context of conversation types. During functional 
conversations, users engage with AI agents 
to complete specific tasks or operate various 
functions. The CASA paradigm (Nass et al., 
1994) provides a framework for understanding 
how perceived humanness can moderate the 
relationship between functional conversation 
and self-disclosure. Users may not typically 
feel compelled to self-disclose in functional 
conversations, where the primary focus is task 
completion or information exchange. However, 
when the AI agent is perceived as more human-
like, users may apply social norms of reciprocity 
and trust, leading to increased self-disclosure even 
in these task-oriented interactions. Consequently, 

when perceived humanness is high, users 
may be more inclined to self-disclose during 
functional conversations with AI agents, as they 
unconsciously or consciously treat the interaction 
as more social and personal. Similarly, the AI 
agent’s perceived humanness can also significantly 
influence the extent and depth of self-disclosure 
during emotional conversations. This moderation 
effect can be explained by social presence (Short 
et al., 1976). When AI agents possess human-like 
features and exhibit high social presence, users are 
more likely to perceive them as warm, empathetic, 
and trustworthy. 

In addition, the degree to which users perceive 
an AI agent as human-like can significantly shape 
the relationship between functional conversation 
and AI privacy insensitivity. Users may develop 
a stronger familiarity and rapport with the 
agent when an AI agent is imbued with more 
human-like qualities. The moderation effect 
of perceived humanness on the relationship 
between functional conversation and AI privacy 
insensitivity can be understood through trust 
formation in human-computer interaction. 
This trust, in turn, can reduce users’ privacy 
apprehensions and increase their propensity 
to disclose personal details during functional 
conversations, even if they are generally less 
sensitive to privacy concerns. The theory of 
anthropomorphism supports the moderating 
role of perceived humanness in the relationship 
between emotional conversation and AI privacy 
insensitivity, suggesting that the perceived 
humanness of the AI agent can influence this 
relationship. When users perceive AI agents 
as more human-like, they may ascribe human-
like attributes such as empathy, compassion, 
and emotional intelligence to the agent. These 
attributions can lead to increased trust and 
emotional connection with the AI agent, which 
may reduce privacy concerns and increase the 
likelihood of sharing intimate information during 
emotional conversations. 

In line with this reasoning, this study expects 
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that humanness perception will moderate the 
relationships hypothesized earlier between 
conversations with AI agents and self-disclosure/ 
AI privacy insensitivity. It is likely that interacting 
w ith AI agents,  whether functional ly or 
emotionally, is pertinent to more self-disclosure 
and less concern about privacy for those who 
perceive their AI agent as human. Building on 
this rationale, this study proposes the following 
hypotheses: H4: The relationship between 
conversation with AI agents (both functional and 
emotional) and a) users’ self-disclosure and b) AI 
privacy insensitivity will be stronger for those with 
high levels of humanness perception of AI agents. 

Similar to humanness perception, intimacy, once 
established, is expected to moderate the effects 
of having conversations with AI agents on self-
disclosure and AI privacy insensitivity. According 
to Social penetration theory, interpersonal 
communication evolves from shallow levels to 
deeper ones as communication partners reveal 
personal information to each other (Altman & 
Taylor, 1973). Relationship development and 
intimacy occur through self-disclosure (Derlega 
et al., 2008). In this sense, intimacy is defined as 
a quality of interactions between persons (e.g., 
Patterson, 1982). A similar process may occur 
between AI agents and users. The human-like 
attributes of AI agents can make it possible for 
users to develop a sense of intimacy with the 
machine (Purington et al., 2017). Although self-
disclosure is inherently one-way from the user 
to an AI agent, an intimate relationship may be 
established in the user’s mind as interactions 
with the voice assistant system equipped with 
a name, gender, character, and even personality 
continue. Once the sense of intimacy is formed, it 
likely has implications not only for the frequency 
of AI agent use but also for the nature of it. 
With the intimate mindset activated, the user 
will feel more comfortable revealing self and 
personal information to the AI agent while having 
functional or emotional conversations with 
the machine. That indicates the possibility that 

intimacy moderates the impact of conversation 
with AI agents on self-disclosure and AI privacy 
insensitivity. The user’s interaction with his or her 
AI agent would pertain to more self-disclosure 
and higher AI privacy insensitivity when the sense 
of intimacy is high. Based on this rationale, this 
study proposes the intimacy-based moderation 
hypotheses as follows: H5: The relationship 
between conversation with AI agents (both 
functional and emotional) and a) users’ self-
disclosure and b) AI privacy insensitivity will be 
stronger for those with higher intimacy perception 
toward AI agents.  

METHOD

This study aimed to investigate the impact of 
conversation type (functional and emotional), 
perceived humanness, and intimacy on users’ 
self-disclosure and AI privacy insensitivity to AI 
agents. Figure 1 shows a conceptual framework of 
this research. An online survey was conducted to 
examine suggested hypotheses.

Sampling Procedures

A total of 650 participants were recruited from 
a professional research company in Korea, 
Macromill Embrain. Quota sampling was used 
according to age (14-19 7.8%; 20-29 17.6%; 30-
39 18.4%; 40-49 20.8%; 50-59 21.2%; 60-69 
14.2%) and gender (male 50.1%; female 49.9%) 
proportions of Korea. An invitation email was 
randomly sent to an online panel of Macromill 
Embrain until the required proportions of 
age and gender groups were reached. Once 
participants agreed to participate in the study, 
they were directed to a questionnaire and asked 
to answer questions about their AI agent usage. 
The survey took approximately 20-25 minutes. 
After excluding participants with missing values, 
a total of 627 participants were used for the final 
analysis (male 50.6%; average age = 41.00, range 
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Figure 1. Conceptual Research Framework

Table 1. Sample Profile
Characteristics Categories n (%)

Gender Male 317 (50.6)

Female 310 (49.4)

Age 14-19 48 (7.7)

20-29 113 (18.0)

30-39 121 (19.3)

40-49 131 (20.9)

50-59 134 (21.4)

Over 60 80 (12.8)

Mean = 41.00 (range 14-68)

Education Middle school 9 (1.5)

High school 101 (16.1)

College degree 455 (72.5)

Master’s/doctoral/professional degree 62 (9.9)

Household Income Less than 2 million WON 27 (4.3)

2 million – 3 million WON 74 (11.8)

3 million – 4 million WON 91 (14.5)

4 million – 5 million WON 120 (19.1)

5 million – 6 million WON 79 (12.6)

6 million – 7 million WON 69 (11.0)

7 million – 8 million WON 52 (8.3)

8 million WON or more 115 (18.3)

Total 627 (100)
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14-68). Table 1 shows the sample profile of this 
study.

AI Agent Usage in General and Control 
Variables

Participants were asked about the length of AI 
agent usage: less than one month, 1 to 3 months, 
3 to 6 months, 6 months to 1 year, 1 to 2 years, 
and more than 2 years. The frequency of AI agent 
usage was asked with the following choices: 
once a week, 2-3 days a week, once a day, and 
several times a day. Adopted from Malhotra et 
al. (2004) and modified, perceived risk of AI 
agents was measured with four items on a 5-point 
Likert scale (1 = Strongly disagree; 5 = Strongly 
agree; Cronbach’s α = .69, M = 3.51, SD = 0.63): 
“In general, it would be risky to give personal 
information to AI agents,” “There would be high 
potential for loss associated with giving personal 
information to AI agents,” “Providing AI agents 
with personal information would involve many 
unexpected problems,” and “I would feel safe 
giving personal information to AI agents (reverse-
coded).” To measure privacy concerns, eight items 
were asked on 5-point Likert scale (1 = Strongly 
disagree; 5 = Strongly agree; modified from 
Malhotra et al., 2004; Cronbach’s α = .92, M = 
3.66, SD = 0.70): “I am concerned about others’ 
obtaining my personal information via my online 
behaviors,” “I am concerned about my personal 
information left in my previous digital devices 
(e.g., laptops, cellphones),” “I am concerned 
about my personal information left online,” “I am 
concerned about online companies asking too 
much information when I sign in the websites,” 
“I’m concerned about my online IDs stolen,” 
“I’m concerned with online privacy issues,” “I’m 
doubtful for those who don’t disclose themselves 
online,” and “I’m concerned about my personal 
information (e.g., photos, name) stolen.”

Types of Conversations with AI Agents

Fu n c t i o n a l  c o nv e r s a t i o n  and e m o t i o n a l 
conversation were adopted from Broussard 
(2018), Gehl and Bakardjieva (2017), Lee and 
Kim (2019), and Lopatovska et al. (2019) and 
modified to AI agent usage situations. Functional 
conversation was assessed by asking the extent to 
which they made conversations such as “What 
is the day today?” “What is the date today?” 
“How is the weather today?” “How much do 
you think it’s raining?” “Please recommend fresh 
foods,” “Which clothes do you think are good 
for me today?” and “Please recommend good 
restaurants.” A total of seven situations were 
asked on a 5-point Likert scale (1 = Not at all; 
5 = Very often; Cronbach’s α = .86, M = 3.26, 
SD = 0.82). Similarly, emotional conversation 
was measured by asking the extent to which 
participants made conversations such as “I’m 
bored,” “I’m depressed,” “I love you,” “Let’s play 
with me,” “Did you sleep well last night?” “Have a 
good night,” “I’m hungry,” “Who do you think is 
the most beautiful (good-looking) in the world?” 
“It’s my birthday today,” “Would you marry me?” 
“Get out of here,” “It’s annoying,” “Such a fool!” 
and “Shut up!”  A total of fourteen situations were 
asked on a 5-point Likert scale (1 = Not at all; 5 
= Very often; Cronbach’s α = .95, M = 2.31, SD = 
0.90). Considering the disparity in the number 
of items used to measure each conversation 
type (seven for functional and fourteen for 
emotional), utilizing the sum of these items can 
result in varying measurement units for different 
conversation types. Therefore, we used the mean 
score as an index to account for the variance in 
each conversation type. 

Psychological Response to AI Agents

Participants were inquired about perceived 
humanness of AI agents with six items on a 5-point 
Likert scale (1 = Strongly disagree; 5 = Strongly 
agree; Berscheid et al., 1989; Cronbach’s α = .95, 
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M = 2.61, SD = 0.99): While using AI agents, “I 
sometimes feel as if the AI agent is my friend,” 
“I sometimes feel as if the AI agent is a human 
being,” “I sometimes feel as if the AI agent is my 
family,” “I sometimes forget that the AI agent is 
a machine,” “I sometimes feel that the AI agent 
is a good partner to talk with,” and “I sometimes 
get comforted emotionally from the AI agent.” 
Adopted and modified from Snell et al. (1988), 
intimacy was measured with nine items on a 
5-point Likert scale (1 = Strongly disagree; 5 = 
Strongly agree; Cronbach’s α = .94, M = 2.59, SD 
= 0.93): From time to time, “I share my worries 
with AI agents,” “I pour out my troubles to AI 
agents,” “I relieve my stress by using AI agents,” “I 
complain one thing and another to AI agents,” “I 
enjoy talking with AI agents,” “I feel comfortable 
about talking with AI agents,” “I feel relieved after 
sharing my concerns or issues to AI agents,” “I 
would like to keep talking with AI agents,” and “I 
feel emotionally connected to AI agents.”

Privacy-related Perception and Behavior 
toward AI Agents

Self-disclosure to AI agents was adopted from 
Tsay-Vogel et al. (2018) and modified to AI agent 
usage situations. A total of nine items were asked 
on a 5-point Likert scale (1 = Strongly disagree; 5 
= Strongly agree; Cronbach’s α = .96, M = 2.37, SD 
= 1.03): “I freely share my personal information 
with AI agents,” “I freely talk my daily life to 
AI agents,” “I freely share my concerns with AI 
agents,” “I give my name to AI agents,” “I give my 
career to AI agents,” “I give my age to AI agents, 
“I share my health conditions with AI agents,” “I 
share my interests with AI agents,” and “I express 
my political orientation to AI agents.” Adopted 
from Cho et al. (2010), AI privacy insensitivity 
was assessed with two items on a 5-point 
Likert scale (1 = Strongly disagree; 5 = Strongly 
agree; r = .88, M = 2.25, SD = 0.97): “I am not 
too concerned about privacy invasion when 
using AI agents” and “I am not worried much 

about my personal information being partially 
compromised while using AI agents.”

RESULTS

A series of regression analyses was conducted 
to examine the suggested hypotheses. The 
first model consisted of control variables and 
types of conversations that respondents had 
with AI agents: perceived risk of AI agents, 
privacy concerns, gender, and functional/
emotional conversation. The second model 
of variables included the two moderators: 
perceived humanness and intimacy. The third 
model was comprised of interaction effects of 
functional conversations and the two moderators 
(i.e., functional conversation and perceived 
humanness, functional conversation and 
intimacy). In the fourth model, instead of the 
interaction effects of functional conversations 
and the two moderators, those of emotional 
conversations and the two moderators (i.e., 
emotional conversation and perceived humanness 
and emotional conversation and intimacy) were 
added. The final block took in all four interactions.
 

Self-Disclosure 

Model 1 represented the impact of control 
variables and conversation types on users’ level 
of self-disclosure to AI agents. Results showed 
a significant negative relationship between 
perceived risk and self-disclosure (β = -.06, p = 
.020), which indicates that the higher risk a user 
feels about providing his/her information, the less 
likely the user discloses him-/herself to AI agents. 
Meanwhile, no significant relationship was found 
between privacy concerns (p = .291) and gender 
(p = .554). Both functional (β = .21, p < .001) and 
emotional (β = .71, p < .001) conversations were 
found to be significantly related to self-disclosure: 
the more functional or emotional conversation 
a user makes with AI agents, the more likely 
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the user discloses his/her information to the 
devices. Hence, H1a and H2a were supported. 
To test whether the two coefficients of functional 
and emotional conversations were statistically 
different, an equality test (i.e., an incremental 
F-test) was conducted by imposing constraints 
in the regression model. Results showed that 
the F-value was 96.90, which is significant. That 
is, the impact of emotional conversation was 
found to be significantly greater than that of 
functional conversation. Therefore, H3a was also 
supported. Model 2 additionally introduced two 
moderators and found significant positive impacts 
of perceived humanness (β = .24, p < .001) and 
intimacy (β = .31, p < .001), respectively, on self-
disclosure. The more human and intimate a user 
feels toward AI agents, the more likely the user 
shares personal information with the agents. 
In Model 3, interactions between functional 
conversation and the two moderators (i.e., 
perceived humanness, intimacy) were added. 
Results showed that above and beyond all impacts 
of control variables, types of conversation, 
perceived humanness, and intimacy, the 
interaction between functional conversation and 
perceived humanness was significant (β = .08, p = 
.035). This finding suggests that the relationship 
between functional conversation and self-
disclosure is greater for users who have a stronger 
perception of AI agents’ humanness. However, 
there was no significant interaction effect of 
functional conversation and intimacy (p = .686). 
Meanwhile, in Model 4, interactions between 
emotional conversation and the two moderators 
were examined after controlling the other 
variables in Models 1 and 2. Findings showed 
no significant interaction between emotional 
conversation and each of the two moderators, i.e., 
perceived humanness (p = .350) and intimacy 
(p = .880). All four interactions were included 
in Model 5. Results revealed that the interaction 
between functional conversation and perceived 
humanness was marginally significant (β = .08, p 
= .055) and the other three interactions were not 

significant (functional conversation and intimacy 
p = .490; emotional conversation perceived 
humanness p = .951; emotional conversation and 
intimacy p = .648). Therefore, H4a was partially 
supported and H5a was not supported. 

AI Privacy Insensitivity 

Model 1 found all three control variables – 
perceived risk (β  = -.19, p  < .001), privacy 
concerns (β = -.13, p = .001), and gender (β = -.07, 
p = .035) – were negatively related to AI privacy 
insensitivity. The more risk a user perceives about 
interacting with AI agents, the more sensitive the 
user is to AI agent-related privacy. In a similar 
vein, the more concern a user has about privacy 
in general, the more sensitive the user is to AI 
agent-related privacy. Also, female users are likely 
to feel more sensitive to AI agent-related privacy 
than male users. Unlike the findings about self-
disclosure, only emotional conversation was 
positively related to AI privacy insensitivity (β = 
.40, p < .001), whereas functional conversation 
was not (p = .745). The more a user makes 
emotional conversation with AI agents, the more 
likely the user is insensitive to privacy issues 
related to AI agents. Thus, H1b was not supported, 
yet H2b and H3b were supported. In Model 2 
where the two moderators, perceived humanness 
and intimacy, were added, results indicated that 
while perceived humanness was significantly 
associated with AI privacy insensitivity (β = 
.27, p < .001), intimacy was not (p = .127). The 
higher level of perceived humanness users, the 
higher the users’ insensitivity regarding privacy 
issues of AI agents. Model 3 introduced the 
interaction effects of functional conversation and 
the two moderators (i.e., perceived humanness, 
intimacy). While perceived humanness was 
found to significantly moderate the relationship 
between functional conversation and AI privacy 
insensitivity (β = .15, p = .054), intimacy was 
not (p  = .416). In Model 4, instead of the 
interactions involving functional conversations, 
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those of emotional conversations and the two 
moderators were included. Both perceived 
humanness (β = .33, p < .001) and intimacy 
(β = -.17, p = .027) were found to enhance the 
relationship between emotional conversation and 
AI privacy insensitivity. In the final Model 5, all 
interactions were entered. Results found that the 
interaction effects of (1) functional conversation 
and perceived humanness (p = .949) and (2) 
emotional conversation and intimacy disappeared 
(p = .112), whereas the interaction of emotional 
conversation and perceived humanness remained 
significant (β = .33, p < .001). Therefore, given 
that only emotional conversation had a significant 
interaction effect, H4b was partially supported. 
Yet, H5b was not supported. Tables 2, 3, and 
4 show detailed results of two hierarchical 
regression analyses for self-disclosure and AI 
privacy insensitivity, respectively. 

DISCUSSION

The first set of findings is that both functional 
and emotional conversations with AI agents are 
significantly associated with self-disclosure to 
AI agents. Yet, only emotional conversation was 
found to have a significant relationship with AI 
privacy insensitivity. When comparing the two 
types of conversation, emotional conversation, 
as opposed to functional conversation, was a 
significantly stronger factor associated with both 
self-disclosure and AI privacy insensitivity. These 
findings suggest that emotional conversations 
with AI agents are generally more candid and 
revealing, which results in the potential risk 
of privacy invasion by disclosing sensitive 
information combined with emotions, moods, 
and sentiments. In all, the results show that the 
type of conversation in the context of hyper-
personal communication matters for self-
disclosure and AI privacy insensitivity. The 
finding also contributes to the body of knowledge 
in human-computer interaction (HCI) and 
psychology. It provides empirical evidence that 
emotional conversations with AI agents can lead 

Table 2. Zero-Order Correlation Matrix of Key Variables 
FC EC PH INT SD API PR PC

Functional 
Conversation (FC) - .55*** .56*** .61*** .59*** .18*** .03 .16***

Emotional 
Conversation (EC) - .73*** .78*** .82*** .41*** -.12** 

(p = .003) -.02

Perceived Humanness 
(PH) - .86*** .81*** .38*** -.11**

(p = .006) .05

Intimacy (INT) - .85*** .33*** -.07 .06 

Self-disclosure (SD) - .40*** -.12** 
(p=.002) .02 

AI Privacy 
Insensitivity (API) - -.31*** -.25***

Perceived Risk toward 
AI Agents (PR) - .51***

Privacy Concerns in 
General (PC) -

Note. N = 627. ** p < .01. *** p < .001.
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Table 3. The Impact of Conversation Type on Self-disclosure: The Moderating Role of Perceived 
Humanness and Intimacy 

Predictor Variables
Standardized B

Model 1 Model 2 Model 3 Model 4 Model 5

Perceived Risk -.06* 
(p = .020) -.03 -.03 -.03 -.03

Privacy Concerns .03 .00 -.02 -.01 -.02
Gender -.01 -.03 -.03 -.03 -.03

Functional Conversation. (FC) .21*** .07**  
(p = .002) .11*** .08**  

(p = .001) .11***

Emotional Conversation. (EC) .71*** .36*** .36*** .35*** .36***

Perceived Humanness (PH) -- .24*** .22*** .24*** .22***

Intimacy (INT) -- .31*** .32*** .32*** .31***

FC × PH -- -- .08* 

(p = .035) -- .08 

FC × INT -- -- .02 -- .03
EC × PH -- -- -- .04 -.00
EC × INT -- -- -- .01 -.02
R2 .71 .81 .81 .81 .81

Note. N = 627. * p < .05. ** p < .01. *** p < .001.

Table 4. The Impact of Conversation Type on AI Privacy Insensitivity: The Moderating Role of 
Perceived Humanness and Intimacy 

Predictor Variables
Standardized B

Model 1 Model 2 Model 3 Model 4 Model 5
Perceived Risk -.19*** -.17*** -.17*** -.17*** -.18***

Privacy Concerns -.13** 

(p = .001) -.15*** -.16*** -.18*** -.17***

Gender -.07*

(p = .035)
-.08* 

(p = .029)
-.08* 

(p = .029) -.06 -.06

Functional Conversation (FC) -.01 -.05 -.01 -.03 -.05
Emotional Conversation (EC) .40*** .31*** .30*** .26*** .26***

Perceived Humanness (PH) -- .27*** .25*** .29*** .29***

Intimacy (INT) -- -.12 -.11 -.11 -.11

FC × PH -- -- .14 
(p =.054) -- .01

FC × INT -- -- -.06 -- -.05
EC × PH -- -- -- .33*** .33***

EC × INT -- -- -- -.17* 
(p = .027) -.14

R2 .26 .28 .29 .32 .32

Note. N = 627. * p < .05. ** p < .01. *** p < .001.
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to greater self-disclosure and reduced privacy 
concerns related to AI agents. This is a significant 
discovery for understanding the dynamics of 
human-AI relationships. Further research could 
be conducted on the psychological mechanisms 
behind this phenomenon and the development 
of theories around trust and relationship-building 
with non-human entities.

Our findings also revealed that the relationship 
between ty pes of conversation and self-
disclosure/AI privacy insensitivity varies 
depending on user attitudes toward AI agents. 
Perceived humanness positively moderates the 
relationship between functional conversation 
and self-disclosure, suggesting that AI agent users 
tend to disclose themselves, particularly when 
they perceive AI agents as human beings. The 
fundamental assumption made by the CASA 
framework is that the disclosure process and 
outcomes would be similar, regardless of whether 
the partner is a person or a machine (Krämer 
et al., 2012). Given the result, it seems that self-
disclosure through functional conversation 
requires the condition of humanness perception 
toward a conversational partner. In contrast, the 
relationship between emotional conversation 
and self-disclosure was not moderated by 
perceived humanness. This may indicate that 
AI agent users who engage in an emotional 
conversation with the agent would already feel 
and treat the agent as a human counterpart. The 
users may share personal thoughts, feelings, 
and experiences to obtain emotional, relational, 
and psychological benefits, as suggested by the 
Perceived Understanding framework (Reis et 
al., 2017). The findings indicate that the CASA 
framework could be expanded to include the 
conditions under which individuals are more 
likely to self-disclose to AI agents. In particular, 
the importance of considering the interaction 
style (i.e., conversation type) and the perceived 
humanness of the AI agent as critical factors 
in facilitating self-disclosure is highlighted. On 
the other hand, the practical implications of the 

findings are significant, particularly in designing 
AI agents that interact with users in a way that 
is both effective and respectful of their privacy. 
The fact that perceived humanness can increase 
self-disclosure during functional conversations 
indicates that users are more likely to share 
personal information with AI agents that they feel 
are more like humans.

Another finding is that emotional conversations 
with AI agents lead to privacy insensitivity when 
users feel the agents like humans. This finding 
highlights the role of emotional conversation 
in privacy insensitivity during social interaction 
with AI agents. At the same time, this result 
points to the most susceptible conditions (i.e., 
higher emotional conversation coupled with 
greater perceived humanness) for AI agent users 
to become insensitive to their privacy. This may 
be because perceived humanness that could 
increase familiarity with AI agents and trust 
in AI agents is likely to generate the belief that 
shared information with the AI agents would 
be kept confidential. The finding contributes to 
the understanding of the dynamics of human-AI 
interaction. It suggests that when AI agents are 
perceived as more human-like, users may engage 
in emotionally charged conversations, which can 
lead to a decrease in AI privacy concerns. This 
is particularly relevant in the context of mental 
health care, where AI-based conversational agents 
are used to promote well-being. H. Li et al., 
(2023) highlighted the effectiveness of AI-based 
conversational agents in reducing symptoms 
of depression and distress,  emphasizing 
the importance of the quality of human-AI 
therapeutic relationships. 

Although not hypothesized, it is noteworthy 
that users’ general privacy concern is associated 
with a decrease in AI privacy insensitivity (i.e., 
an increase in sensitivity). Yet, as observed in 
this study, emotional conversation spurs AI 
privacy insensitivity, and this pattern is even 
more pronounced for those with a higher level 
of perceived humanness toward AI agents. 
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On the one hand, users’ privacy concerns may 
encourage AI privacy sensitivity. On the other 
hand, as individuals use and engage in emotional 
conversations with AI agents, their AI privacy 
sensitivity appears to erode for those with high 
levels of perceived humanness. This result raises 
the need to scrutinize the relationship between 
types of conversation with AI agents and users’ 
privacy paradox. It would be reasonable for 
a future study to investigate how AI privacy 
insensitivity increases as types of conversations 
with AI agents. Furthermore, research on the 
potential for secret collusion among generative AI 
agents has prompted concerns about the potential 
for privacy and security challenges associated 
with the unauthorized sharing of information or 
other forms of unwanted agent coordination. This 
highlights the need for continuous monitoring 
and the development of mitigation measures to 
protect user privacy in interactions with AI agents.

Limitations and Suggested Future 
Research

There are several limitations in this study. First, 
the current study included variables such as 
emotional conversations, self-disclosure, and AI 
privacy insensitivity, which are quite sensitive and 
thus challenging to measure accurately based on 
self-reports. Social desirability may have affected 
the measurement of these variables and the 
observed results (Taddicken, 2014). Although 
these variables gathered by self-reports have 
merits in setting out a novel response within the 
privacy domain of AI agents and helping design 
AI-mediated interactions accompanied by self-
disclosure, it will be fruitful if these variables are 
measured in a more discreet, natural manner. 
Second, the present study only focused on self-
disclosure and privacy insensitivity regarding 
AI agents. Given that voice assistants such as 
‘Siri’ on mobile phones and AI agents share very 
similar technical and communication features, 
it is worthwhile for a future study to investigate 

similarities and differences between agents and 
other kinds of voice assistants for the sake of 
generalizability. Third, this study did not examine 
the relationship between self-disclosure and AI 
privacy insensitivity. Although it is plausible to 
expect one to cause the other, the two were treated 
as parallel outcomes. This is mainly because the 
present study is based on cross-sectional data. It 
would be interesting to study whether and how 
self-disclosure causes AI privacy insensitivity or 
vice versa. Further, privacy concerns in general 
and perceived risk used as covariates in this study 
merit consideration with those two dependent 
variables (self-disclosure and AI privacy 
insensitivity). Testing the causality among the 
variables would shed light on the issue of privacy 
paradox. As a related note, given the use of cross-
sectional data, this study acknowledges that the 
interpretation of the causal relationships should 
be read with caution. Lastly, future research could 
explore alternative explanations for increased 
self-disclosure to AI agents. For instance, the 
machine heuristic perspective suggests that 
people may disclose more information to AI 
agents not because they perceive them as human-
like, but rather due to AI-specific perceptions of 
trustworthiness and data security (Madhavan et 
al., 2006; Sundar & Nass, 2000). Investigating 
the role of these machine-specific heuristics in 
driving self-disclosure, alongside the influence 
of anthropomorphism features, could provide 
a more comprehensive understanding of the 
mechanisms underlying user behavior in human-
AI interactions.

In conclusion, the type of conversation—
functional or emotional—plays a significant role 
in how users interact with AI agents. This affects 
both self-disclosure and AI privacy insensitivity. 
This has important implications for future 
research directions in academia and the ethical 
design and use of AI agents in various industries.  
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